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#### Abstract

Let $V$ be quadratic space of even dimension and of signature $(p, q)$ with $p \geq q>0$. We show that the Kudla-Millson lift of toric cycles - attached to algebraic tori - is a cusp form that is the diagonal restriction of a Hilbert modular form of parallel weight one. We deduce a formula relating the dimension of the span of such diagonal restrictions and the dimension of the span of toric and special cycles.
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## 1. Introduction

1.1. Intersection numbers of geodesics on modular curves. Let $Y_{0}(p)=\Gamma_{0}(p) \backslash \mathscr{H}$ be the open modular curve for some prime $p$. Let $\gamma_{\infty}$ be the image in $Y_{0}(p)$ of the geodesic in $\mathscr{H}$ from 0 to $\infty$. It defines a relative cycle

$$
\begin{equation*}
\gamma_{\infty} \in \mathscr{Z}_{1}\left(Y_{0}(p), \partial Y_{0}(p), \mathbb{Z}\right) . \tag{1.1}
\end{equation*}
$$

On the other hand, one can attach compact geodesics to a real quadratic field $\mathbb{Q}(\sqrt{D})$. Every ideal class $I$ in the narrow class group $\mathscr{C}_{D}^{+}$defines a closed and oriented geodesic $\gamma_{I}$ in the modular curve $Y_{0}(p)$. After taking linear combinations and twisting by an odd character $\psi: \mathscr{C}_{D}^{+} \longrightarrow \mathbb{C}^{\times}$we get a cycle

$$
\begin{equation*}
\gamma_{\psi}=\sum_{I \in \mathscr{C}_{D}^{+}} \psi(I) \gamma_{I} \in \mathscr{Z}_{1}\left(Y_{0}(p)\right) \tag{1.2}
\end{equation*}
$$

There is a natural action of the Hecke operators on these geodesics by acting on the endpoints in $\mathscr{H}$, which gives an element $T_{n} \gamma_{\psi} \in \mathscr{Z}_{1}\left(Y_{0}(p)\right)$. Moreover, we have a pairing in homology

$$
\begin{equation*}
\langle-,-\rangle: H_{1}\left(Y_{0}(p), \mathbb{Z}\right) \times H_{1}\left(Y_{0}(p), \partial Y_{0}(p), \mathbb{Z}\right) \longrightarrow \mathbb{Z} \tag{1.3}
\end{equation*}
$$

If two geodesics $\gamma_{1}$ and $\gamma_{2}$ in $Y_{0}(p)$ intersect transversely and in a compact set then $\left\langle\gamma_{1}, \gamma_{2}\right\rangle=$ $\sum_{z \in \gamma_{1} \cap \gamma_{2}} \pm 1$ is the the topological intersection number, where $\pm 1$ depends on the local orientation at the intersection point. Darmon-Pozzi-Vonk prove the following in [DPV21, Theorem. A].

[^0]Theorem (Darmon-Pozzi-Vonk). If p splits in $\mathbb{Q}(\sqrt{D})$, the modular form

$$
\begin{equation*}
\Theta_{\gamma_{\infty} \otimes \gamma_{\psi}}(\tau)=L_{p}(\psi, 0)-2 \sum_{n=1}^{\infty}\left\langle\gamma_{\infty}, T_{n} \gamma_{\psi}\right\rangle q^{n} \tag{1.4}
\end{equation*}
$$

of weight 2 and level $\Gamma_{0}(p)$ is the diagonal restriction of a p-stabilized Hilbert-Eisenstein series $E^{(p)}(\psi, \tau, \tau)$ for $\mathrm{SL}_{2}(\mathbb{Q}(\sqrt{D}))$.

In [Bra23a], we showed how to recover (and generalize) the theorem of Darmon-Pozzi-Vonk by using the Kudla-Millson lift. The idea was to consider the embedding $F^{\times} \subset \mathrm{SO}(d, d)$ of a totally real field $F$ of degree $d$, which gives a non-compact cycle on the locally symmetric space of $\mathrm{SO}(d, d)$. The (regularized) integral of the Kudla-Millson theta lift over this cycles gives a generating series of intersection numbers generalizing the right handside of (1.4). On the other hand, the relation to a Hilbert-Eisenstein series follows from a Siegel-Weil formula and the seesaw


In the case where $F$ is real quadratic field, this yields to the theorem of Darmon-Pozzi-Vonk above. Remark 1.1. Another closely related seesaw appears in [BCG20]

where the right hand side is the diagonal restriction of (the same) Hilbert-Eisenstein series, and the left hand side is the evaluation of an Eisenstein class on the same cycle above. The two seesaws are related by embedding $\mathrm{GL}_{d}(\mathbb{Q})$ in $\mathrm{SO}(d, d)$, and the Bergeron-Charollois-Garcia lift is closely related to the Kudla-Millson lift via the Mathai-Quillen form. We hope to explain this in more detail in future work.
1.2. Main result. In this paper, we replace the torus $F^{\times} \subset \mathrm{SO}(d, d)$ by a more general anisotropic maximal $\mathbb{Q}$-torus, of maximal $\mathbb{R}$-rank in an orthogonal group $\mathrm{SO}(p, q)$ of signature $(p, q)$ with $p \geq q>0$. We restrict ourselves to anisotropic tori, to avoid having to deal with the regularization of the integral as in [Bra23a]. However, one can combine the result presented here with the result of loc. cit. to consider any maximal $\mathbb{Q}$-torus of maximal $\mathbb{R}$-rank, not necessarily anisotropic.
Remark 1.2. The study of cycles attached to algebraic tori in orthogonal groups is also motivated by the recent work of Darmon-Gehrmann-Linowski. In [DGL23], the authors define rigid meromorphic cocycles in arbitrary signature, generalizing the rigid meromorphic cocycles in signature $(2,2)$ studied in [DPV21]. They conjecture that evaluated on toric cycles, these cocycles should be algebraic. The seesaws presented here could be relevant.

Let $(V, Q)$ be a non-degenerate rational quadratic space of dimension $2 d$ and signature $(p, q)$, where we suppose that $p \geq q>0$. Let $\mathrm{SO}_{V} \subset \mathrm{GL}_{2 d}$ be the orthogonal group of $V$ and let $\mathrm{SO}_{V}(\mathbb{R})^{+} \simeq \mathrm{SO}(p, q)^{+}$be the connected component containing the identity. Let $K_{\infty}$ be a maximal compact subgroup $K_{\infty} \simeq \mathrm{SO}(p) \times \mathrm{SO}(q) \subset \mathrm{SO}_{V}(\mathbb{R})^{+}$and $\mathscr{D}^{+} \simeq \mathrm{SO}_{V}(\mathbb{R})^{+} / K_{\infty}$ its associated symmetric space, which is a $p q$-dimensional Riemannian manifold.

Let $L \subset V$ be an even integral lattice of level $N$. Let $K_{f} \subset \mathrm{SO}_{V}(\widehat{\mathbb{Q}})$ be an open compact subgroup stabilizing the finite Schwartz function $\varphi=\mathbf{1}_{\widehat{L}} \in \mathcal{S}\left(V_{\widehat{\mathbb{Q}}}\right)$, where $\widehat{L}=L \otimes \widehat{\mathbb{Z}} \subset V_{\widehat{\mathbb{Q}}}$ and $\widehat{\mathbb{Q}}$ are the finite adèles. We set $K=K_{\infty} K_{f}$ and consider the adelic space

$$
\begin{equation*}
Y:=\mathrm{SO}_{V}(\mathbb{Q}) \backslash \mathrm{SO}_{V}(\mathbb{A}) / K \tag{1.5}
\end{equation*}
$$

which is a finite union of locally symmetric space $\Gamma \backslash \mathscr{D}^{+}$for some congruence subgroup of $\Gamma \subset$ $\mathrm{SO}_{V}(\mathbb{Q})^{+}$.

In [KM86; KM87], Kudla and Millson construct an element

$$
\begin{equation*}
\Theta_{\varphi} \in H^{q}(Y) \otimes M_{d}\left(\Gamma_{0}(N)\right) \tag{1.6}
\end{equation*}
$$

that realizes a lift from the homology to the space of modular forms of weight $d=\frac{p+q}{2}$ and level $\Gamma_{0}(N)$. As for the modular curve, there is a homological pairing

$$
\begin{equation*}
\langle-,-\rangle: H_{q}(Y, \mathbb{Z}) \times H_{p q-q}(Y, \mathbb{Z}) \longrightarrow \mathbb{Z} \tag{1.7}
\end{equation*}
$$

If the homology classes are represented by two smooth immersed submanifolds that intersect transversely and in a compact set, then and the intersection number $\left\langle C_{1}, C_{2}\right\rangle$ is the signed intersection number, as for geodesics. The main feature of the Kudla-Millson lift is that for a cycle $C$ in $H_{q}(Y)$ it has the Fourier expansion

$$
\begin{equation*}
\Theta_{\varphi}(\tau, C):=\int_{C} \Theta_{\varphi}(\tau)=c_{\varphi}^{0}(C)+\sum_{n=1}^{\infty}\left\langle C, C_{n}(\varphi)\right\rangle q^{n} \tag{1.8}
\end{equation*}
$$

where the cycles $C_{n}(\varphi) \in \mathscr{Z}_{p q-q}(Y, \partial Y, \mathbb{Z})$ are special cycles coming from embeddings $\mathrm{SO}(p-1, q) \hookrightarrow$ $\mathrm{SO}(p, q)$.

In this paper, we will evaluate the Kudla-Millson form on cycles attached to algebraic tori. Let $\mathrm{T} \subset \mathrm{SO}_{V}$ be an anisotropic algebraic $\mathbb{Q}$-torus, maximal and of maximal $\mathbb{R}$-rank. Since we assumed that $p \geq q$, the orthogonal group $\mathrm{SO}_{V}$ is of real rank $q$. Hence, the (maximal) real rank of T is $q$. Let

$$
\chi=\left(\chi_{\infty}, \chi_{f}\right): \mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A}) \longrightarrow \mathbb{C}^{\times}
$$

be a character of finite order. The archimedean part $\chi_{\infty}$ is a character on $\mathrm{T}(\mathbb{R}) \simeq\left(\mathbb{R}^{\times}\right)^{q} \times\left(S^{1}\right)^{\frac{p-q}{2}}$. To avoid trivial cancellations of the integral, we need to make the assumption that the character is odd, i.e. it is the sign function at every real place, and trivial at every complex place. Let $K_{T}=K_{T, \infty} K_{T, f} \subset \mathrm{~T}(\mathbb{A})$ be such that $K_{T, \infty}=K_{\infty} \cap \mathrm{T}(\mathbb{R})$ is maximal compact, and that $K_{T, f} \subset K_{f}$. Let $\mathscr{C}_{T}$ be the finite group of double cosets

$$
\begin{equation*}
\mathscr{C}_{T}:=\mathrm{T}(\mathbb{Q})^{+} \backslash \mathrm{T}(\widehat{\mathbb{Q}}) / K_{T, f} . \tag{1.9}
\end{equation*}
$$

We define

$$
\begin{equation*}
Y_{T}:=\mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A}) / K_{T}=\bigsqcup_{I \in \mathscr{C}_{T}} \Lambda \backslash \mathbb{R}_{>0}^{q} \tag{1.10}
\end{equation*}
$$

where $\Lambda:=\mathrm{T}(\mathbb{Q})^{+} \cap K_{T, f}$. The embedding of $\mathrm{T}(\mathbb{A})$ in $\mathrm{SO}_{V}(\mathbb{A})$ induces an immersion $Y_{T} \longrightarrow Y$, and the image of the connected component $\Lambda \backslash \mathbb{R}_{>0}^{q}$ associated to $I \in \mathscr{C}_{T}$ defines a cycle $C_{T, I} \in \mathscr{Z}_{q}(Y)$. Let us now suppose that $\chi_{f}$ is trivial on $K_{T, f}$. We can see the finite part $\chi_{f}$ as a function on $\chi_{f}: \mathscr{C}_{T} \longrightarrow \mathbb{C}^{\times}$and define the cycle

$$
\begin{equation*}
C_{\chi}=\sum_{I \in \mathscr{C}_{T}} \chi_{f}(I) C_{T, I} \in \mathscr{Z}_{q}(Y) \tag{1.11}
\end{equation*}
$$

By the work of Kudla-Millson, it is known that if $q$ is odd, then $\Theta_{\varphi}(\tau, C)$ is a cusp form for any cycle $C$; see [KM90, Theorem. 2]. We show that when we restrict to the cycles $C_{\chi}$, then the lift is always a cusp form.

Theorem 1.1. Let $V$ be an even dimensional quadratic space of signature $(p, q)$ with $p \geq q>0$ and let $C_{\chi}$ be the cycle attached to an anisotropic maximal $\mathbb{Q}$-torus of maximal real rank $q$. Then $\Theta_{\varphi}\left(\tau, C_{\chi}\right) \in S_{d}\left(\Gamma_{0}(N)\right)$ is a cusp form of weight $d$ and level $N$.

In the case of toric cycles $C_{\chi}$ attached to isotropic $\mathbb{Q}$-tori, as considered in [Bra23a], the lift is not a cusp form in general. In fact, for suitable lattice in $V$ the constant term of $\Theta_{\varphi}\left(\tau, C_{\chi}\right)$ is a partial Hecke $L$-function of $\chi$.
1.2.1. The crucial fact that we want to exploit in this paper, is that any even dimensional quadratic space can be obtained by restriction of scalars of an étale algebra with involution. More precisely, let $V$ be a quadratic space over $\mathbb{Q}$ as before. Let $\mathrm{T}(\mathbb{Q})$ a maximal $\mathbb{Q}$-torus in $\mathrm{SO}_{V}(\mathbb{Q})$. Then, there exists an étale algebra $E$ of dimension $2 d$ with involution $\epsilon$ and a $d$-dimensional subalgebra $F$ fixed by $\epsilon$, such that $(V, Q) \simeq \operatorname{Res}_{F / \mathbb{Q}}\left(E, Q_{\alpha}\right)$ where

$$
\begin{equation*}
Q_{\alpha}(x, y)=\alpha(x \epsilon(y)+\epsilon(x) y) \tag{1.12}
\end{equation*}
$$

for some $\alpha \in F^{\times}$. Moreover, we have $\mathrm{T}(\mathbb{Q}) \simeq E^{1}$ where $E^{1}$ are the elements $x$ in $E$ of norm $x \epsilon(x)=1$. The quadratic extension $E / F$ is a product of quadratic extension $E_{i} / F_{i}$ where $F_{i}$ is a field. If $E_{i}=F_{i} \times F_{i}$ is split, the involution permutes the two factors and $E_{i}^{1} \simeq F_{i}^{\times}$. This is the case considered in [Bra23a]. On the other hand, when $E_{i} / F_{i}$ is a field extension, the involution $\epsilon$ is the Galois involution $\operatorname{Gal}\left(E_{i} / F_{i}\right)$. This is the case we want to consider in this paper. The assumption that T is $\mathbb{Q}$-anisotropic implies that none of the factors $E_{i}$ is split. On the other hand, the assumption that the real rank of T is maximal implies that the fields $F_{i}$ are totally real.

Since the torus $T(\mathbb{Q})$ is the restriction of scalars of $E^{1}$, we obtain the following.

Theorem 1.2. Let $\chi$ be a character on an $\mathbb{Q}$-anisotropic torus $T(\mathbb{Q}) \simeq E^{1}$ of maximal $\mathbb{R}$-rank. Suppose for simplicity that $E$ is a quadratic field extension of the totally real field $F$ of degree $d$. The generating series

$$
\begin{equation*}
\Theta_{\varphi}\left(\tau, C_{\chi}\right)=\sum_{n=1}^{\infty}\left\langle C_{\chi}, C_{n}(\varphi)\right\rangle q^{n}=\Theta_{\varphi}(\tau, \cdots, \tau, \chi) \in S_{d}\left(\Gamma_{0}(N)\right) \tag{1.13}
\end{equation*}
$$

is the diagonal restriction of a Hilbert modular form $\Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{d}, \chi\right)$ of parallel weight one for a congruence subgroup of $\mathrm{SL}_{2}(F)$.

If $\mathrm{T}(\mathbb{Q}) \simeq E^{1}$ is an anisotropic torus attached to a product of field extensions $E_{i} / F_{i}$, the seesaw argument is still valid. The right-hand side becomes a sum of products of diagonally restricted Hilbert modular forms for $\mathrm{SL}_{2}\left(F_{i}\right)$. See Theorem 3.5 for the statement.

The theorem can be summarized by the following seesaw


Remark 1.3. 1. The condition $p \geq q$ on the signature of $V_{\mathbb{R}}$ and on the maximality of the $\mathbb{R}$-rank of the torus are necessary to ensure that the cycle $C_{\chi}$ has dimension $q$ and can be paired with the Kudla-Millson form of degree $q$.
2. This construction does not generalize to the dual pair $\mathrm{SO}_{V} \times \mathrm{Sp}_{r}(\mathbb{Q})$ for $r>1$, since the tori do not give cycles of appropriate dimension. As we will see, the dimension of the cycles $C_{\chi}$ satisfies $\operatorname{dim}_{\mathbb{R}} C_{\chi} \leq q$ with equality exactly when T is maximally $\mathbb{R}$-split. On the other hand, when $r>1$ the Kudla-Millson forms are not of degree $q$, but of degree $r q$. Hence, the only way the degree of the forms can match the dimension of the cycles is when $r=1$.
1.3. Spans of diagonal restrictions and toric cycles. Let us now add the conditions that $V$ is of dimension $p+q>4$, where $q$ is odd, and that the lattice $L$ is of level 1 (unimodular). Let $S$ be the set of all characters $\chi$ that are as above, odd and of finite order. Let

$$
\begin{equation*}
S_{T}:=\operatorname{span}\left\{\Theta_{\varphi}\left(C_{\chi}\right) \mid \chi \in S\right\} \subset S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \tag{1.14}
\end{equation*}
$$

be the subspace of cusp forms spanned by the diagonal restrictions $\Theta_{\varphi}\left(C_{\chi}\right)$. Several authors (including [Li17],[BL22],[KP19] and [Yan05] ) have considered spans of diagonal restrictions of Hilbert modular forms, mainly in the case of Hilbert-Eisenstein series.

On the other hand, is also natural to ask what part of the homology is spanned by cycles associated to the torus T. Let us define the subspace

$$
\begin{equation*}
H_{T}:=\operatorname{span}\left\{C_{\chi} \mid \chi \in S\right\} \subset H_{q}(Y, \mathbb{C}) \tag{1.15}
\end{equation*}
$$

spanned by the toric cycles $C_{\chi}$. Let us also define

$$
\begin{equation*}
H_{\text {cycle }}:=\operatorname{span}\left\{C_{n}(\varphi)\right\} \subset H_{p q-q}(Y, \mathbb{C}) \tag{1.16}
\end{equation*}
$$

to be the span of the special cycles. The orthogonal complement is the set

$$
\begin{equation*}
H_{\text {cycle }}^{\perp}:=\left\{C \in H_{q}(Y, \mathbb{C}) \mid\left\langle C, C_{n}(\varphi)\right\rangle=0 \text { for all } n \in \mathbb{N}_{>0}\right\} \subset H_{q}(Y, \mathbb{C}) . \tag{1.17}
\end{equation*}
$$

With the previous conditions on the signature of $V$, the adjoint of the Kudla-Millson lift is injective by a result of Bruinier-Funke [BF10]. In section 5 we deduce the following.

Corollary 1.2.1. Suppose that $V$ is of dimension $p+q>4$, where $p \geq q>0$ and $q$ odd. Then

$$
\begin{equation*}
\operatorname{dim}\left(S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)\right)-\operatorname{dim}\left(S_{T}\right)=\operatorname{dim}\left(H_{q}(Y, \mathbb{C})\right)-\operatorname{dim}\left(\operatorname{span}\left\{H_{\text {cycle }}^{\perp}, H_{T}\right\}\right) \tag{1.18}
\end{equation*}
$$

In particular, we would have $S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)=S_{T}$ if and only if $H_{q}(Y, \mathbb{C})=\operatorname{span}\left\{H_{\text {cycle }}^{\perp}, H_{T}\right\}$.
1.4. Examples. Let us consider some examples in signature $(2,2)$. Let $V=\operatorname{Mat}_{2}(\mathbb{Q})$ be the quadratic space with the quadratic form det. For a suitable lattice $L$, the locally symmetric space attached to $\mathrm{SO}(2,2)$ is $Y_{0}(p) \times Y_{0}(p)$.

Let us first consider the étale algebra $E=\mathbb{Q}(\sqrt{D}) \times \mathbb{Q}(\sqrt{D})$ with involution being the Galois involution in both factors. After twisting by suitable characters, the toric cycle attached to $T(\mathbb{Q}) \simeq$ $E^{1}$ is $\gamma_{\psi} \times \gamma_{\psi^{\prime}}$, where $\gamma_{\psi}$ and $\gamma_{\psi^{\prime}}$ are both attached to the same real quadratic field $K=\mathbb{Q}(\sqrt{D})$, where $p$ is split. This setting was considered by Darmon-Harris-Rotger-Venkatesh in [Dar +22 ], where they show that the generating series

$$
\begin{equation*}
\Theta_{\gamma_{\psi} \otimes \gamma_{\psi^{\prime}}}(\tau)=\sum_{n=1}^{\infty}\left\langle\gamma_{\psi}, T_{n} \gamma_{\psi^{\prime}}\right\rangle q^{n} \tag{1.19}
\end{equation*}
$$

is the diagonal restriction of a 'Hilbert modular form' for $\mathrm{SL}_{2}(\mathbb{Q}) \times \mathrm{SL}_{2}(\mathbb{Q})$. In fact, they prove a more precise result as they express the generating series as the trace from level $p D^{2}$ to $p$ of a product of two weight one modular forms. The corresponding seesaw is

where $\mathbb{Q}(\sqrt{D})^{1}$ are the elements of norm 1 in $\mathbb{Q}(\sqrt{D})$.
Similarly, we can consider a biquadratic field $E=\mathbb{Q}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)$ with the involution that sends $\sqrt{\overline{D_{i}}}$ to $-\sqrt{D_{i}}$. The corresponding seesaw

where $\mathbb{Q}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)^{1}$ are the elements of norm 1 . The image of the torus $\mathbb{Q}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)^{1}$ is a product of geodesics $\gamma_{1} \times \gamma_{2}$ where the geodesics are attached to $\mathbb{Q}\left(\sqrt{D_{1}}\right)$ and $\mathbb{Q}\left(\sqrt{D_{2}}\right)$ respectively. We discuss this example in Section 4.

Acknowledgments. We thank Henri Darmon for suggesting to look at these seesaws, Pierre Charollois and Luis Garcia for helpful comments.

## 2. Étale algebras with involutions and algebraic tori

In this section, we review the relations between algebraic tori in orthogonal groups and étale algebras with involutions, as explained in [BCKM03], [BF14] and [DGL23].
2.0.1. Let $E$ be a commutative $\mathbb{Q}$-algebra of even $\operatorname{dimension}^{\operatorname{dim}_{\mathbb{Q}}}(E)=2 d$. It is said to be étale over $\mathbb{Q}$ if $E \otimes \overline{\mathbb{Q}} \simeq \overline{\mathbb{Q}}^{2 d}$. Equivalently, the étale algebra $E$ is a product of finitely many number fields $R$. Let $\epsilon$ be a $\mathbb{Q}$-linear involution on $E$ and let $F:=E^{\epsilon}$ be the subalgebra fixed by $\epsilon$. We have the following three types
i) the involution $\epsilon$ preserves the factor $R$ and $\left.R\right|_{\epsilon} \neq \mathrm{id}$,
ii) the involution $\epsilon$ does not preserve the factor $R$. In that case there is another factor $R^{\prime}$ such that $R^{\prime}=\epsilon(R) \simeq R$,
iii) the involution $\epsilon$ preserves the factor $R$ and $\left.R\right|_{\epsilon}=\mathrm{id}$.

Hence we can write $E$ as a sum $E=E_{1} \times \cdots \times E_{r}$ of $\epsilon$-invariant subalgebras, where $E_{i}=R$ is a field in case $i$ ) and $i i i$ ), and $E_{i}=R \times R^{\prime}$ is a product of fields in case $i i$ ). The fixed algebra $F$ is then the sum $F=F_{1} \times \cdots \times F_{r}$ where $F_{i}=E_{i}^{\epsilon}$ is a number field. From now on suppose furthermore that $F$ has degree $\frac{1}{2}[E: \mathbb{Q}]$ over $\mathbb{Q}$. In that case we only have case $i$ ) or $i i$ ) and we deduce the following.

Proposition 2.1. There is an element $\delta \in F^{\times}$such that $E$ is isomorphic to $F[\theta] /\left(\theta^{2}-\delta\right)$ and the involution $\epsilon$ sends $\theta$ to $-\theta$.

Proof. For the case $i$ ) the field extension $E_{i} / F_{i}$ is of degree 2. Hence we have $E_{i} \simeq F_{i}\left[\theta_{i}\right] /\left(\theta_{i}^{2}-\delta_{i}\right)$ for some $\delta_{i}$ in $F_{i}^{\times} \backslash\left(F_{i}^{\times}\right)^{2}$. In case $\left.i i\right)$ note we can identify $E_{i} \simeq F_{i} \times F_{i}$. Then we can take $\delta_{i}=1$ so that we get an isomorphism

$$
\begin{equation*}
F_{i}\left[\theta_{i}\right] /\left(\theta_{i}^{2}-1\right) \longrightarrow E_{i}, \quad \theta_{i} \longmapsto(-1,1) . \tag{2.1}
\end{equation*}
$$

2.1. Étale algebras as quadratic spaces. For $\alpha$ in $F^{\times}$we define a $\epsilon$-hermitian form on $E$ by

$$
\begin{equation*}
E \times E \longrightarrow E, \quad(x, y) \longmapsto \alpha x \epsilon(y) \tag{2.2}
\end{equation*}
$$

It is preserved by the elements of norm 1

$$
\begin{equation*}
E^{1}:=\left\{x \in E^{\times} \mid x \epsilon(x)=1\right\} \tag{2.3}
\end{equation*}
$$

Suppose that $F$ is a field and $E / F$ is an étale algebra. As mentionned in the introduction, the case where $E=F \times F$ is the split algebra will be excluded, hence we will restrict ourselves to the case where $E=F(\theta)$ is a quadratic field extension of $F$. In order to work with orthogonal groups instead of unitary groups, we view $E$ as an $F$-vector space and let $Q_{\alpha}$ be the quadratic form obtained by composing the hermitian form with the trace

$$
\begin{equation*}
Q_{\alpha}: E \times E \longrightarrow F, \quad(x, y) \longmapsto \alpha \operatorname{Tr}_{E / F} x \epsilon(y)=\alpha(x \epsilon(y)+\epsilon(x) y) \tag{2.4}
\end{equation*}
$$

Let $\mathrm{SO}_{E}$ be the orthogonal group of this quadratic space. We view it as an algebraic group over $F$ whose $F$-points are

$$
\begin{equation*}
\mathrm{SO}_{E}(F):=\left\{g \in \mathrm{GL}_{2}(F) \mid Q_{\alpha}(g x, g y)=Q_{\alpha}(x, y)\right\} \tag{2.5}
\end{equation*}
$$

Proposition 2.2. Let $\delta \in F^{\times}$be such that $E=F(\theta)$ with $\theta^{2}=\delta$. The map

$$
E^{1} \longrightarrow \mathrm{SO}_{E}(F), \quad x+y \theta \longmapsto\left(\begin{array}{cc}
x & y \delta  \tag{2.6}\\
y & x
\end{array}\right)
$$

is a group isomorphism. Furthermore, the restriction of scalars $\operatorname{Res}_{F / \mathbb{Q}} \mathrm{SO}_{E}$ is a $\mathbb{Q}$-torus of rank $d$.

Proof. The parameter $\alpha$ is irrelevant here so let us assume $\alpha=1$. With respect to the basis $F$-basis $\{1, \theta\}$ of $E$, the quadratic form $Q_{\alpha}$ has Gram matrix $\operatorname{diag}(1,-\delta)$. It is clear that $E^{1} \subset \operatorname{SO}_{E}(F)$. On the other hand, for a matrix $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ the condition $g^{T}\left(\begin{array}{cc}1 & 0 \\ 0 & -\delta\end{array}\right) g=\left(\begin{array}{cc}1 & 0 \\ 0 & -\delta\end{array}\right)$ implies $a^{2}-c^{2} \delta=1, b^{2}-d^{2} \delta=-\delta$ and $a b=c d \delta$. By multiplying the last equation by $d$ on both sides and
using that $a d-b c=1$ we find that $b=c \delta$. Using the last equation again, we find that $a b=d b$. If $b \neq 0$, this implies $a=d$. If $b=0$ one can easily check that $g= \pm \mathbf{1}_{2}$, hence $a=d= \pm 1$.

Over $\overline{\mathbb{Q}}$, we have an isomorphism of quadratic space

$$
\begin{align*}
& E \otimes \overline{\mathbb{Q}} \longrightarrow F \otimes \overline{\mathbb{Q}} \oplus F \otimes \overline{\mathbb{Q}} \\
& x+\theta y \longmapsto(x+\theta y, x-\theta y) . \tag{2.7}
\end{align*}
$$

On the other hand, the orthogonal group $\mathrm{SO}_{E}\left((F \otimes \overline{\mathbb{Q}})^{2}\right)$ of $(F \otimes \overline{\mathbb{Q}})^{2}$ is isomorphic to $(F \otimes \overline{\mathbb{Q}})^{\times}$, where the isomorphism is given by the map

$$
\begin{align*}
(F \otimes \overline{\mathbb{Q}})^{\times} & \longrightarrow \mathrm{SO}\left((F \otimes \overline{\mathbb{Q}})^{2}\right) \\
\lambda & \longrightarrow\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda^{-1}
\end{array}\right) . \tag{2.8}
\end{align*}
$$

Hence $\left(\operatorname{Res}_{F / \mathbb{Q}} \operatorname{SO}_{E}\right)(\overline{\mathbb{Q}}) \simeq(F \otimes \overline{\mathbb{Q}})^{\times} \simeq \overline{\mathbb{Q}}^{d}$, is a torus of rank $d$.
2.1.1. By restriction of scalars from $F$ to $\mathbb{Q}$ we obtain a $2 d$-dimensional quadratic space $(V, Q)=$ $\operatorname{Res}_{F / \mathbb{Q}}\left(E, Q_{\alpha}\right)$ over $\mathbb{Q}$, where $V=E \simeq \mathbb{Q}^{2 d}$ and the quadratic form is defined by

$$
\begin{equation*}
Q(x, y):=\operatorname{Tr}_{F / \mathbb{Q}} \circ Q_{\alpha}(x, y) \tag{2.9}
\end{equation*}
$$

In particular, we have $Q(x, x)=\operatorname{Tr}_{F / \mathbb{Q}}\left(\alpha \mathrm{N}_{E / F}(x)\right)$. Moreover, by restriction of scalars we have an embedding

$$
\begin{equation*}
\mathrm{SO}_{E}(F) \longleftrightarrow \mathrm{SO}_{V}(\mathbb{Q}) \tag{2.10}
\end{equation*}
$$

By Proposition 2.2, the image of the embedding is an algebraic $\mathbb{Q}$-torus of rank $d$. Conversely, if T is a maximal $\mathbb{Q}$-torus in $\mathrm{SO}_{V}$, then there is an étale algebra $E$ such that $E^{1} \simeq \mathrm{SO}_{E}(F) \simeq \mathrm{T}(\mathbb{Q})$. We will recall the proof in Subsection 2.2 (see Proposition 2.4).
Remark 2.1. By abuse of notation we will occasionally also denote by $Q_{\alpha}$ the quadratic form over $\mathbb{Q}$, instead of $Q$. It should always be clear from the context if we consider the quadratic space over $F$ or over $\mathbb{Q}$.
2.1.2. Let us now consider a general étale algebra $E / F$, with $\epsilon$-invariant factors $E_{i} / F_{i}$. For any place $v$ of $\mathbb{Q}$, the involution on $E$ extends to an involution $\epsilon_{v}$ on $E_{\mathbb{Q}_{v}}:=E \otimes \mathbb{Q}_{v}$ with fixed subalgebra $F_{\mathbb{Q}_{v}}:=F \otimes \mathbb{Q}_{v}$. In the same way as before, the algebra with involution $E \otimes \mathbb{Q}_{v}$ is a $2 d$-dimensional quadratic space over $\mathbb{Q}_{v}$. Let $w$ be a place of $F$. Let us write $F_{w}=\left(F_{i}\right)_{w}$ and $E_{w}=\left(E_{i}\right)_{w}$ for the completions at $w$. We set $E_{v}:=\prod_{v \mid w} E_{w}$ and $F_{v}:=\prod_{v \mid w} F_{w}$, which are naturally isomorphic to $E_{\mathbb{Q}_{v}}$ and $F_{\mathbb{Q}_{v}}$ respectively.

Let $w$ be a non-archimedean place of $F_{i}$, where $E_{i}=F_{i}\left(\theta_{i}\right)$. Then, either $E_{w}=F_{w}\left(\theta_{i}\right)$ is non-split and the involution sends $\theta_{i}$ to $-\theta_{i}$, or $E_{w}=F_{w} \times F_{w}$ is split and the involution permutes the two factors. At a non-split place $w$ we have

$$
\begin{equation*}
\mathrm{SO}_{E}\left(F_{w}\right)=\left\{x \in E_{w}^{\times} \mid \mathrm{N}_{E_{w} / F_{w}}(x)=1\right\} \tag{2.11}
\end{equation*}
$$

On the other hand, if $w$ is split we have $\mathrm{SO}_{E}\left(F_{w}\right) \simeq F_{w}^{\times}$.
Define the following sets of archimedean places of $F$ :

$$
\begin{align*}
& S_{1}:=\{\text { real embeddings of } F \text { that extend to real embeddings of } E\} \\
& S_{2}:=\{\text { real embeddings of } F \text { that extend to complex embeddings of } E\},  \tag{2.12}\\
& S_{3}:=\{\text { (pairs) of complex embeddings of } F\}
\end{align*}
$$

We denote the cardinality of those sets by

$$
\begin{equation*}
n_{k}:=\left|S_{k}\right| \tag{2.13}
\end{equation*}
$$

We have $d=n_{1}+n_{2}+2 n_{3}$. For any archimedean place $\sigma$ of $F$, the completion $E_{\sigma} / F_{\sigma}$ is an étale algebra with involution and we have the following possibilities:

1. $F_{\sigma}=\mathbb{R}$ and $E_{\sigma}=\mathbb{R} \times \mathbb{R}$ is the split algebra where the involution $\epsilon$ permutes the two factors. In that case, we have $E_{\sigma}^{1} \simeq \mathrm{SO}_{E}\left(F_{\sigma}\right) \simeq \mathbb{R}^{\times}$. This happens exactly when $\sigma \in S_{1}$.
2. $F_{\sigma}=\mathbb{R}$ and $E_{\sigma}=\mathbb{C}$ is the algebra where the involution $\epsilon$ is complex conjugation. In that case, we have $E_{\sigma}^{1} \simeq \mathrm{SO}_{E}\left(F_{\sigma}\right) \simeq S^{1}$ where $S^{1} \subset \mathbb{C}^{\times}$is the unit circle. This happens when exactly when $\sigma \in S_{2}$.
3. $F_{\sigma}=\mathbb{C}$ and $E_{\sigma}=\mathbb{C} \times \mathbb{C}$ is the split algebra where the involution $\epsilon$ permutes the two factors.In that case, we have $E_{\sigma}^{1} \simeq \mathrm{SO}_{E}\left(F_{\sigma}\right) \simeq \mathbb{C}^{\times}$. This happens for any complex place $\sigma \in S_{3}$ of $F$.
By taking the product of all archimedean places we get

$$
\begin{equation*}
E_{\infty}^{1}=\left(\mathbb{R}^{\times}\right)^{n_{1}} \times\left(S^{1}\right)^{n_{2}} \times\left(\mathbb{C}^{\times}\right)^{n_{3}}=\left(\mathbb{R}^{\times}\right)^{n_{1}+n_{3}} \times\left(S^{1}\right)^{n_{1}+n_{2}} \tag{2.14}
\end{equation*}
$$

Let $E_{\infty}=\prod_{\sigma} E_{\sigma}$ and $F_{\infty}=\prod_{\sigma \in S} F_{\sigma} \simeq \mathbb{C}^{n_{1}} \times \mathbb{R}^{n_{2}+n_{3}}$. The embeddings of $E$ give us the natural isomophism $E_{\mathbb{R}} \simeq \prod_{\sigma} E_{\sigma}$ of algebras with involutions, that restricts to the natural algebra isomorphism $F_{\mathbb{R}} \simeq F_{\infty}$. Hence, we have an isomorphism of quadratic spaces $\left(E_{\mathbb{R}}, Q_{\alpha}\right) \simeq$ $\bigoplus\left(E_{\sigma}, q_{\sigma(\alpha)}\right)$ where $Q_{\sigma(\alpha)}(x, y)=\operatorname{Tr}_{E_{\sigma} / F_{\sigma}}(\sigma(\alpha) x \epsilon(y))$. For $\alpha \in F^{\times}$let $r_{\alpha}$ (resp. $s_{\alpha}$ ) be the number of embeddings $\sigma$ in $S_{2}$ such that $\sigma(\alpha)$ is positive (resp. negative). Note that $n_{2}=r_{\alpha}+s_{\alpha}$.

Proposition 2.3. The signature of $E_{\mathbb{R}}$ is $\left(n_{1}+2 r_{\alpha}+2 n_{3}, n_{1}+2 s_{\alpha}+2 n_{3}\right)$.
Proof. We have an isomorphism of quadratic spaces $\left(E_{\mathbb{R}}, Q_{\alpha}\right) \simeq \bigoplus\left(E_{\sigma}, Q_{\sigma(\alpha)}\right)$. We only have to find the signature at each place $\sigma$.

1. If $\sigma \in S_{1}$, then $E_{\sigma}=\mathbb{R} \times \mathbb{R}$ and the involution permutes the two factors. Hence

$$
\begin{equation*}
Q_{\sigma(\alpha)}\left(\binom{t_{1}}{t_{1}^{\prime}},\binom{t_{2}}{t_{2}^{\prime}}\right)=\sigma(\alpha)\left(t_{1} t_{2}^{\prime}+t_{1}^{\prime} t_{2}\right) \tag{2.15}
\end{equation*}
$$

and $E_{\sigma}$ has signature $(1,1)$.
2. If $\sigma \in S_{2}$, then $E_{\sigma}=\mathbb{C} \simeq \mathbb{R}^{2}$ and the involution is the complex conjugation. Hence

$$
\begin{equation*}
Q_{\sigma(\alpha)}\left(z_{1}, z_{2}\right)=\sigma(\alpha) \operatorname{Tr}_{\mathbb{C} / \mathbb{R}}\left(z_{1} \overline{z_{2}}\right)=\sigma(\alpha)\left[\operatorname{Re}\left(z_{1}\right) \operatorname{Re}\left(z_{2}\right)+\operatorname{Im}\left(z_{1}\right) \operatorname{Im}\left(z_{2}\right)\right] \tag{2.16}
\end{equation*}
$$

and the signature of $E_{\sigma}$ is $(2,0)$ if $\sigma(\alpha)>0$ and $(0,2)$ if $\sigma(\alpha)<0$.
3. If $\sigma \in S_{3}$, then $E_{\sigma}=\mathbb{C} \times \mathbb{C}$ and the involution permutes the two factors. Hence

$$
\begin{equation*}
Q_{\sigma(\alpha)}\left(\binom{z_{1}}{w_{1}},\binom{z_{2}}{w_{2}}\right)=\sigma(\alpha)\left(z_{1} w_{2}+z_{2} w_{1}\right) \tag{2.17}
\end{equation*}
$$

and $E_{\sigma}$ has signature $(2,2)$.
It follows that the signature of $E_{\mathbb{R}}$ is

$$
\begin{equation*}
n_{1}(1,1)+r_{\alpha}(2,0)+s_{\alpha}(0,2)+n_{3}(2,2)=\left(n_{1}+2 r_{\alpha}+2 n_{3}, n_{1}+2 s_{\alpha}+2 n_{3}\right) \tag{2.18}
\end{equation*}
$$

2.2. Étale algebras of maximal tori. Let $(V, Q)$ be a non-degenerate quadratic $\mathbb{Q}$-space of dimension $2 d$ with orthogonal group $\mathrm{SO}_{V}$. An algebraic $\mathbb{Q}$-group $\mathrm{T} \subset \mathrm{SO}_{V}$ is a $\mathbb{Q}$-torus of rank $a$ if $\mathrm{T}(\overline{\mathbb{Q}}) \simeq \overline{\mathbb{Q}}^{a}$. If $K$ is a field extension of $\mathbb{Q}$, we say that T is $K$-split if $\mathrm{T}(K) \simeq K^{a}$. A torus T in the orthogonal group $\mathrm{SO}_{V}$ is maximal if its rank is equal to $\operatorname{dim}(V)$. The dimension of maximal $K$-split torus $\mathrm{T}^{\prime} \subset \mathrm{T}$ is called the $K$-rank of T . The orthogonal group $\mathrm{SO}_{V}$ is of $\mathbb{R}$-rank $q$ (since we assume that $p \geq q$ ). Hence, if T is of maximal $\mathbb{R}$-rank, then the $\mathbb{R}$-rank of T is $q$.
2.2.1. Consider the $\mathbb{Q}$-algebra $\operatorname{End}(V)$ of $\mathbb{Q}$-linear endomorphism of $V$. We view $\mathrm{SO}_{V} \subset \mathrm{GL}_{2 d}$, so that we view $\operatorname{End}(V) \subset \operatorname{Mat}_{2 d}(\mathbb{Q})$. It is equipped with a natural involution $\epsilon_{Q}$ defined by

$$
Q(x v, w)=Q\left(v, \epsilon_{Q}(x) w\right)
$$

for $x \in E$. Explicitely we have $\epsilon_{Q}(x)=A_{Q}^{-1} x^{T} A_{Q}$ where $A_{Q}$ denotes the Gram matrix of $Q$ and $x^{T}$ is the transpose of $x$. Let $E_{T} \subset \operatorname{End}(V)$ be the subalgebra consisting of all the $\mathbb{Q}$-endomorphisms $x \in \operatorname{End}(V)$ such that $x t=t x$ for any $t \in \mathrm{~T}(\mathbb{Q})$. We will denote it simply by $E$ since there is no risk of confusion, and let $F$ be the subalgebra fixed by $\epsilon_{Q}$. We view $\mathrm{T}(\mathbb{Q}) \subset \mathrm{SO}_{V}(\mathbb{Q}) \subset \operatorname{End}(V)$. The following proposition is proved in [BCKM03, Proposition. 3.3].

Proposition 2.4. Let T be a maximal $\mathbb{Q}$-torus in $\mathrm{SO}_{V}$. The algebra $\left(E, \epsilon_{Q}\right)$ is an étale algebra with involution. We have $2 \operatorname{dim}_{\mathbb{Q}} F=\operatorname{dim}_{\mathbb{Q}} E$.

Proof. Over $\overline{\mathbb{Q}}$, the quadratic space $V$ is isomorphic to $\overline{\mathbb{Q}}^{2 d}$ with quadratic form $Q(v, v)=v_{1} v_{d+1}+$ $v_{2} v_{d+2}+\cdots+v_{d} v_{2 d}$ i.e. with Gram matrix $\left(\begin{array}{cc}0 & \mathbf{1}_{d} \\ \mathbf{1}_{d} & 0\end{array}\right)$. With respect to this quadratic form, the torus can be diagonalized in $\mathrm{SO}_{V}(\overline{\mathbb{Q}})$ to

$$
\begin{equation*}
\mathrm{T}(\overline{\mathbb{Q}}) \simeq\left\{\operatorname{diag}\left(t_{1}, \ldots, t_{d}, t_{1}^{-1}, \ldots, t_{d}^{-1}\right) \mid t_{i} \in \overline{\mathbb{Q}}\right\} \simeq \overline{\mathbb{Q}}^{d} \tag{2.19}
\end{equation*}
$$

Hence, the centralizer $E \otimes \overline{\mathbb{Q}} \simeq \overline{\mathbb{Q}}^{2 d}$ consists of diagonal matrices in $\operatorname{End}\left(V_{\overline{\mathbb{Q}}}\right)$. Thus, $E$ is an étale algebra. We have $\epsilon_{Q}(g)=g^{-1}$ for any $g \in \mathrm{SO}_{V}(\mathbb{Q})$. In particular, we have $\epsilon_{Q}(t)=t^{-1}$ for any $t \in \mathrm{~T}(\mathbb{Q})$. Hence, the involution $\epsilon_{Q}$ preserves $E$ since for any $x \in E$ we have

$$
\begin{equation*}
\epsilon_{Q}(x) t=\epsilon_{Q}\left(x t^{-1}\right)=\epsilon_{Q}\left(t^{-1} x\right)=t \epsilon_{Q}(x) . \tag{2.20}
\end{equation*}
$$

Moreover, the involution permutes $a_{i}$ with $b_{i}$ in $\operatorname{diag}\left(a_{1}, \ldots, a_{d}, b_{1}, \ldots, b_{d}\right) \in E \otimes \overline{\mathbb{Q}}$. It follows that

$$
\begin{equation*}
F \otimes \overline{\mathbb{Q}} \simeq\left\{\operatorname{diag}\left(a_{1}, \ldots, a_{d}, a_{1}, \ldots, a_{d}\right) \mid a_{i} \in \overline{\mathbb{Q}}\right\} \simeq \overline{\mathbb{Q}}^{d} \tag{2.21}
\end{equation*}
$$

and $2 \operatorname{dim}_{\mathbb{Q}} F=\operatorname{dim}_{\mathbb{Q}} E=2 d$.
2.2.2. For $\alpha \in F^{\times}$we have the quadratic form

$$
\begin{equation*}
Q_{\alpha}: E \times E \longrightarrow F, \quad(x, y) \longmapsto Q_{\alpha}(x, y)=\alpha \operatorname{Tr}_{E / F}\left(x \epsilon_{Q}(y)\right) \tag{2.22}
\end{equation*}
$$

that we already defined in (2.9). The restriction of scalars $\operatorname{Res}_{F / \mathbb{Q}}\left(E, Q_{\alpha}\right)$ is the quadratic $\mathbb{Q}$-vector space where the quadratic form is $\operatorname{Tr}_{F / \mathbb{Q}} \circ Q_{\alpha}$. Let us now prove that $\mathrm{T}(\mathbb{Q}) \simeq E^{1}$, where $E=E_{T}$ is the étale algebra with involution defined above.

Proposition 2.5. We have $\operatorname{Res}_{F / \mathbb{Q}}\left(E, Q_{\alpha}\right) \simeq(V, Q)$ for some $\alpha$ in $F^{\times}$. Moreover, the torus $\mathrm{T}(\mathbb{Q})$ is isomorphic to $\mathrm{SO}_{E}(F)$.

Proof. The algebra $E$ acts faithfully on $V$. Since they have the same dimension, $V$ is an $E$-module of rank 1. Let $v_{0}$ in $V$ be a module generator, then we have an isomorphism of $\mathbb{Q}$ vector spaces $E \simeq V$ given by $e \mapsto e v_{0}$. We want to check that this is an isomorphism of quadratic spaces.

The quadratic form $Q$ induces an isomorphism of $E$ with its dual

$$
\begin{align*}
f_{Q}: & E \longrightarrow E^{\vee}=\operatorname{Hom}_{\mathbb{Q}}(E, \mathbb{Q}) \\
x & \longmapsto f_{Q}(x)[y]=Q\left(x v_{0}, y v_{0}\right) . \tag{2.23}
\end{align*}
$$

The map is $E$-linear in the sense that for every $e \in E$ we have $f_{Q}(e x)=\epsilon_{Q}(e) f_{Q}(x)$. On the other hand, the trace form also induces an $E$-linear isomorphism of $E$ with its dual

$$
\begin{align*}
f_{\operatorname{Tr}}: E & \longrightarrow E^{\vee}=\operatorname{Hom}_{\mathbb{Q}}(E, \mathbb{Q}) \\
x & \longmapsto f_{\operatorname{Tr}}(x)[y]=\operatorname{Tr}_{F / \mathbb{Q}}\left(x \epsilon_{Q}(y)\right) . \tag{2.24}
\end{align*}
$$

It is also linear in the sense that $f_{\operatorname{Tr}}(e x)=\epsilon_{Q}(e) f_{\operatorname{Tr}}(x)$. Hence $f_{\operatorname{Tr}}^{-1} \circ f_{Q}$ is an $E$-linear automorphism of $E$, satisfying $\left(f_{\operatorname{Tr}}^{-1} \circ f_{Q}\right)(x e)=x\left(f_{\operatorname{Tr}}^{-1} \circ f_{Q}\right)(e)$. It follows that $f_{\operatorname{Tr}}^{-1} \circ f_{Q}(x)=\alpha x$ for some nonzero $\alpha$ in $E$, so that $f_{Q}(x)=f_{\operatorname{Tr}}(\alpha x)$. Hence, for any $x, y$ in $E$

$$
\begin{equation*}
Q\left(x v_{0}, y v_{0}\right)=\operatorname{Tr}_{F / \mathbb{Q}}\left(\alpha x \epsilon_{Q}(y)\right) . \tag{2.25}
\end{equation*}
$$

By the symmetry of $Q$, after setting $y=1$ we have

$$
\begin{align*}
0 & =Q\left(x v_{0}, v_{0}\right)-Q\left(v_{0}, x v_{0}\right) \\
& =\operatorname{Tr}_{F / \mathbb{Q}}(\alpha x)-\operatorname{Tr}_{F / \mathbb{Q}}\left(\alpha \epsilon_{Q}(x)\right) \\
& =\operatorname{Tr}_{F / \mathbb{Q}}(\alpha x)-\operatorname{Tr}_{F / \mathbb{Q}}\left(\epsilon_{Q}(\alpha) x\right) \\
& =\operatorname{Tr}_{F / \mathbb{Q}}\left(\left(\alpha-\epsilon_{Q}(\alpha)\right) x\right) \tag{2.26}
\end{align*}
$$

for any $x$ in $E$. Since the trace form is non-degenerate, it follows that $\alpha$ is in $F^{\times}$.
Finally, let us prove that $\mathrm{T}(\mathbb{Q}) \simeq \mathrm{SO}_{E}(F)$. We have shown that $E^{1} \simeq \mathrm{SO}_{E}(F)$. On the one hand, for $t \in \mathrm{~T}(\mathbb{Q})$ we have $Q(t v, w)=Q\left(v, t^{-1} w\right)$. On the other hand, by definition of the involution $\epsilon_{Q}$ we have $Q(t v, w)=Q\left(v, \epsilon_{Q}(t) w\right)$. Hence $\epsilon_{Q}(t)=t^{-1}$ and $t \in E^{1}$. This shows the inclusion $T(\mathbb{Q}) \subset E^{1}$, and the equality follows from the fact that $T(\mathbb{Q})$ is a maximal $\mathbb{Q}$-torus contained in the (also maximal) torus $E^{1}$, see Proposition 2.2.

Proposition 2.6. If T has maximal $\mathbb{R}-r a n k$, then $n_{1}=q$ and $F$ is totally real.
Proof. From Proposition 2.5 we have $\mathrm{T}(\mathbb{Q}) \simeq \mathrm{SO}_{E}(F) \simeq E^{1}$. Let $n_{k}$ be defined as in (2.13): $n_{1}$ is the number of real embedding of $F$ that extend to real embeddings of $E, n_{2}$ is the number of real embeddings of $F$ that extend to a complex embedding of $E$ and $n_{3}$ is the number of (pairs) of complex embeddings of $F$. By $(2.14)$, we have $\mathrm{T}(\mathbb{R}) \simeq E_{\infty}^{1}=\left(\mathbb{R}^{\times}\right)^{n_{1}+n_{3}} \times\left(S^{1}\right)^{n_{1}+n_{2}}$, hence $a=n_{1}+n_{3}$ and $b=n_{1}+n_{2}$. On the other hand, by Proposition 2.3, the signature of $V_{\mathbb{R}}=E_{\mathbb{R}}$ is $(p, q)=\left(n_{1}+2 r_{\alpha}+2 n_{3}, n_{1}+2 s_{\alpha}+2 n_{3}\right)$, where $r_{\alpha}$ (respectively $s_{\alpha}$ ) is the number of places in $S_{2}$ for which $\sigma(\alpha)$ is positive (respectively negative). So if T has maximal $\mathbb{R}$-rank, then $a=q$ and we must have $n_{3}=s_{\alpha}=0$.

## 3. Kudla-Millson theta correspondence

3.1. Weil representation. Let $(\mathscr{V}, \mathscr{Q})$ be a quadratic space of dimension $2 m$ over a totally real field $\not \approx$ of dimension $k$. Let $\mathrm{SO}_{\mathscr{V}}$ be the orthogonal group of $\mathscr{V}$. We will consider the following two cases:

- the field is $\ell=\mathbb{Q}$ of degree $k=1$ and the quadratic space $(\mathscr{V}, \mathscr{Q})$ is an arbitrary quadratic space $(V, Q)$ like in the introduction, of dimension $2 m=2 d$. The group $\mathrm{SO}_{\mathscr{V}}$ is the orthogonal group $\mathrm{SO}_{V}$.
- the field $\not \subset=F$ is an arbitrary totally real field of degree $k=d$. The quadratic space is $\mathscr{V}=E$, where $E$ is an étale algebra viewed as quadratic space of dimension $2 m=2$ over $F$, and equipped with the quadratic form $Q_{\alpha}$. The orthogonal group $\mathrm{SO}_{\mathscr{V}}=\mathrm{SO}_{E} \simeq E^{1}$ is a torus.
3.1.1. Let $\mathscr{W}=\mathscr{V} \oplus \mathscr{V} \simeq \mathscr{V} \otimes \Re^{2}$ be the $4 m$-dimensional symplectic space over $\not \approx$ with the symplectic form

$$
\begin{equation*}
\mathscr{B}\left(\binom{v_{1}}{v_{2}},\binom{w_{1}}{w_{2}}\right)=\mathbb{Q}\left(v_{1}, w_{2}\right)-\mathbb{Q}\left(w_{1}, v_{2}\right) . \tag{3.1}
\end{equation*}
$$

Its symplectic group is $\operatorname{Sp}(\mathscr{W}) \simeq \operatorname{Sp}_{4 m}(\kappa)$. At a place $w$ of $\kappa$, let $\mathscr{V}_{w}:=\mathscr{V} \otimes k_{w}$ be the completion. There is a local projective unitary representation $\omega$ on the space $\mathcal{S}\left(\mathscr{V}_{w}\right)$ of SchwartzBruhat functions, called the Weil representation. It is a projective representation in the sense $\omega\left(g_{1} g_{2}\right)=c\left(g_{1}, g_{2}\right) \omega\left(g_{1}\right) \omega\left(g_{2}\right)$ for some complex cocycle $c\left(g_{1}, g_{2}\right)$ satisfying $\left|c\left(g_{1}, g_{2}\right)\right|=1$. After passing to the adèles, we get a unitary representation

$$
\begin{equation*}
\omega: \operatorname{Sp}_{4 m}(\curvearrowleft) \longrightarrow \mathscr{U}\left(\mathcal{S}\left(\mathscr{V}_{\mathbb{A}}\right)\right) \tag{3.2}
\end{equation*}
$$

which is again only projective. However, for certain subgroups of $\operatorname{Sp}\left(\mathscr{W}_{\mathbb{A}}\right)$ the cocycle is trivial and we obtain a true (i.e. non-projective) representation. Let us consider some special cases and give some concrete formulas for the Weil representation.
3.1.2. Consider the subgroup $\mathrm{SL}_{2}(\not) \subset \operatorname{Sp}_{4 m}(\hbar)$, embedded as

$$
\left(\begin{array}{ll}
a & b  \tag{3.3}\\
c & d
\end{array}\right) \longleftrightarrow\left(\begin{array}{llllll}
a & & & b & & \\
& \ddots & & & \ddots & \\
& & a & & & b \\
c & & & d & & \\
& \ddots & & & \ddots & \\
& & c & & & d
\end{array}\right)
$$

The subgroup $\left.\mathrm{SO}_{\mathscr{V}}(\nsim) \subset \mathrm{Sp}_{4 m}(\not)\right)$, embedded as

$$
h \longleftrightarrow\left(\begin{array}{ll}
h & 0  \tag{3.4}\\
0 & h
\end{array}\right)
$$

commutes with $\mathrm{SL}_{2}(\nprec)$. Hence, we can embed the product $\mathrm{SL}_{2}(\not \subset) \times \mathrm{SO}_{\mathscr{V}}(\not \approx)$ as a subgroup of $\mathrm{Sp}_{4 m}(\not \subset)$. After passing to the adèles, the projective representation of $\mathrm{Sp}_{4 m}\left(\mathbb{A}_{\mathscr{R}}\right)$ restricts to a true representation

$$
\begin{equation*}
\omega: \mathrm{SL}_{2}\left(\mathbb{A}_{\mathscr{}}\right) \times \mathrm{SO}_{\mathscr{V}}\left(\mathbb{A}_{\Re}\right) \longrightarrow \mathcal{S}\left(\mathscr{V}_{\mathbb{A}}\right) \tag{3.5}
\end{equation*}
$$

Let us describe this action more precisely, on a Schwartz function $\varphi=\varphi_{\infty} \otimes \varphi_{f} \in \mathcal{S}\left(\mathscr{V}_{\mathbb{R}}\right) \otimes \mathcal{S}\left(\mathscr{V}_{\widehat{\mathbb{Q}}}\right)$. For $h \in \mathrm{SO}_{\mathscr{V}}\left(\mathbb{A}_{\not}\right)$, we have

$$
\begin{equation*}
(\omega(1, h) \varphi)(v)=\varphi\left(h^{-1} v\right) . \tag{3.6}
\end{equation*}
$$

Suppose we can decompose the Schwartz function as $\varphi=\otimes_{w} \varphi_{w}$ where $\varphi_{w}$ is in $\mathcal{S}\left(\mathscr{V}_{w}\right)$ and the product is over places of $\not \approx$. Let us write down the local Weil representation of $\mathrm{SL}_{2}\left(\ell_{w}\right)$ on $\varphi_{w}$. If $g=\left(\begin{array}{cc}a & 0 \\ 0 & a^{-1}\end{array}\right)$ for some $a \in \ell_{w}^{\times}$, then

$$
\begin{equation*}
(\omega(g, 1) \varphi)(v)=|a|_{w}^{m} \varphi_{w}(a v) \tag{3.7}
\end{equation*}
$$

If $g=\left(\begin{array}{ll}1 & b \\ 0 & 1\end{array}\right)$ for some $b \in \kappa_{w}$, then

$$
\begin{equation*}
(\omega(g, 1) \varphi)(v)=\chi_{w}(b \mathbb{Q}(v, v)) \varphi(v) \tag{3.8}
\end{equation*}
$$

Finally, if $S=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$, then

$$
\begin{equation*}
(\omega(S, 1) \varphi)(v)=\int_{\mathscr{V}_{w}} \varphi_{w}(u) \chi_{w}(\mathbb{Q}(v, u)) d u_{w} \tag{3.9}
\end{equation*}
$$

Remark 3.1. The character $\chi_{w}$ is defined as follows. We fix the additive character $e_{v}$ on $\mathbb{Q}_{v}$ defined by

$$
e_{v}(x):= \begin{cases}e^{2 i \pi x} & \text { if } v=\infty  \tag{3.10}\\ e^{-2 i \pi\{x\}_{p}} & \text { if } v=p\end{cases}
$$

where $\{x\}_{p}$ is the fractional part of $x$ in $\mathbb{Q}_{p}$. We extend it to a character $\chi_{w}$ on $\ell_{w}$ by setting $\chi_{w}:=e_{v} \circ \operatorname{Tr}_{\kappa_{w} \mid \mathbb{Q}_{v}}$. The Haar measure $d u_{w}$ is the unique Haar measure on $\kappa_{w}$ which is self dual with respect to $\chi_{w}$. This is the Haar measure normalized such that the Fourier inversion holds.
3.2. (Co)homology of adelic spaces. For every real place $\sigma$ of $\kappa$, let $\mathscr{V}_{\sigma}:=\mathscr{V} \otimes_{\sigma} \mathbb{R}$ and $\mathscr{V}_{\mathbb{R}}:=\bigoplus \mathscr{V}_{\sigma}$. It is a real quadratic space, and let $\left(p_{\sigma}, q_{\sigma}\right)$ be its signature. Let $\mathscr{D}_{\sigma}^{+}$be the associated connected symmetric space, that can be described as one of the two connected of the Grassmanian $\mathscr{D}_{\sigma}$ of $q_{\sigma}$-dimensional oriented subspaces $z \subset \mathscr{V}_{\sigma}$ that are negative, i.e. $\left.\mathbb{Q}\right|_{z}<0$. We set $\mathscr{D}^{+}=\prod \mathscr{D}_{\sigma}^{+}$, where the product ranges over the archimedean places of $\not \approx$ for which $p_{\sigma} q_{\sigma}$ is nonzero ${ }^{1}$. The dimension of $\mathscr{D}_{\sigma}^{+}$is $p_{\sigma} q_{\sigma}$, so that the dimension of $\mathscr{D}^{+}$is $\sum_{\sigma} p_{\sigma} q_{\sigma}$. At every place $\sigma$ let $\hbar_{\sigma}$ be the completion of $\hbar_{\text {, so that }} \hbar_{\infty} \simeq \prod_{\sigma} \hbar_{\sigma}$. Since we assumed that $\neq$ only has real places, we have $\kappa_{\sigma} \simeq \mathbb{R}$. At the level of the orthogonal group, we have $\mathrm{SO}_{\mathscr{V}}\left(\hbar_{\infty}\right) \simeq \prod_{\simeq} \mathrm{SO}_{\mathscr{V}}\left(\hbar_{\sigma}\right)$, where $\mathrm{SO}_{\mathscr{V}}\left(\hbar_{\sigma}\right) \simeq \mathrm{SO}\left(p_{\sigma}, q_{\sigma}\right)$. The connected component $\mathrm{SO}_{\mathscr{V}}\left(\hbar_{\infty}\right)^{+} \simeq \prod_{\sigma} \mathrm{SO}\left(p_{\sigma}, q_{\sigma}\right)^{+}$of the identity acts transitively on $\mathscr{D}^{+}$. Let $K_{\infty}$ be a maximal connected compact subgroup of $\mathrm{SO}_{\mathscr{V}}\left(\ell_{\infty}\right)^{+}$, that is isomorphic to $\prod_{\sigma} \mathrm{SO}\left(p_{\sigma}\right) \times \mathrm{SO}\left(q_{\sigma}\right)$. Hence

$$
\begin{equation*}
\mathscr{D}^{+} \simeq \mathrm{SO}_{\mathscr{V}}\left(\kappa_{\infty}\right)^{+} / K_{\infty} \simeq \prod_{\sigma} \mathrm{SO}\left(p_{\sigma}, q_{\sigma}\right)^{+} / \mathrm{SO}\left(p_{\sigma}\right) \times \mathrm{SO}\left(q_{\sigma}\right) \tag{3.11}
\end{equation*}
$$

Remark 3.2. Note that when $\not \subset=\mathbb{Q}$ and $\mathscr{V}=V$, then for the unique real place we have $\mathscr{D}_{\sigma}=\mathscr{D}$, where

$$
\begin{equation*}
\mathscr{D}=\left\{(z, o)\left|z \subset V_{\mathbb{R}}, \operatorname{dim}(z)=q, Q\right|_{z}<0, o \text { an orientation of } z\right\} \subset \operatorname{Gr}_{q}\left(V_{\mathbb{R}}\right) \tag{3.12}
\end{equation*}
$$

is the space mentionned in the introduction. It has two connected components (corresponding to the two choices of orientations) and $\mathscr{D}^{+}$is one of them.

[^1]3.2.1. Let $\varphi_{f} \in \mathcal{S}\left(\mathscr{V}_{\widehat{\kappa}}\right)$ be a finite Schwartz function, let $K_{f} \subset \mathrm{SO}_{\mathscr{V}}\left(\widehat{\mathcal{O}_{R}}\right)$ be an open compact preserving $\varphi_{f}$ in the sense that $\omega(k) \varphi_{f}=\varphi_{f}$. Let $K:=K_{\infty} K_{f}$ and consider the adelic space
\[

$$
\begin{equation*}
Y=\mathrm{SO}_{\mathscr{V}}(\not) \backslash \mathrm{SO}_{\mathscr{V}}\left(\mathbb{A}_{\mathscr{R}}\right) / K \simeq \mathrm{SO}_{\mathscr{V}}(\not \subset) \backslash \mathscr{D} \times \mathrm{SO}_{\mathscr{V}}(\widehat{\mathscr{R}}) / K_{f} . \tag{3.13}
\end{equation*}
$$

\]

Let $\mathscr{C}$ be the finite group of double cosets

$$
\begin{equation*}
\mathscr{C}:=\mathrm{SO}_{\mathscr{V}}(\ell)^{+} \backslash \mathrm{SO}_{\mathscr{V}}(\widehat{\gtrless}) / K_{f} \tag{3.14}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathrm{SO}_{\mathscr{V}}(\widehat{\kappa})=\bigsqcup_{I \in \mathscr{C}} \mathrm{SO}_{\mathscr{V}}(\not)^{+} h_{I} K_{f} \tag{3.15}
\end{equation*}
$$

where $h_{I} \in \mathrm{SO}_{\mathscr{V}}(\widehat{\mathscr{R}})$ are representants. The adelic space is a finite union of locally symmetric spaces

$$
\begin{equation*}
Y:=\bigsqcup_{I \in \mathscr{C}} \Gamma_{I} \backslash \mathscr{D}^{+} \tag{3.16}
\end{equation*}
$$

where $\Gamma_{I}:=h_{I} K_{f} h_{I}^{-1} \cap \mathrm{SO}_{\mathscr{V}}(\nprec)^{+}$.
3.2.2. The space of differential $r$-forms on $Y$ is defined by

$$
\begin{equation*}
\Omega^{r}(Y):=\bigoplus_{I \in \mathscr{C}} \Omega^{r}\left(\Gamma_{I} \backslash \mathscr{D}^{+}\right) \tag{3.17}
\end{equation*}
$$

Let $C^{\infty}\left(\mathrm{SO}_{\mathscr{V}}(\widehat{\mathscr{R}})\right)$ be the space of locally constant functions on $\mathrm{SO}_{\mathscr{V}}(\widehat{\mathscr{R}})$. The map

$$
\begin{equation*}
\left[\Omega^{r}\left(\mathscr{D}^{+}\right) \otimes_{\mathbb{Q}} C^{\infty}\left(\mathrm{SO}_{\mathscr{V}}(\widehat{\mathscr{R}})\right)\right]^{\mathrm{SO}_{\mathscr{V}}(\kappa) \times K_{f}} \longrightarrow \Omega^{r}(Y) \tag{3.18}
\end{equation*}
$$

sending $\eta \otimes f$ to $\sum_{I} f\left(h_{I}\right) \eta$ is an isomorphism, where $C^{\infty}\left(\mathrm{SO}_{\mathscr{V}}(\widehat{\ell})\right)$ is the space of locally constant functions. We define the homology and cohomology of $Y$ by

$$
\begin{equation*}
H^{r}(Y):=\bigoplus_{I \in \mathscr{C}} H^{r}\left(\Gamma_{I} \backslash \mathscr{D}^{+}\right), \quad H_{r}(Y):=\bigoplus_{I \in \mathscr{C}} H_{r}\left(\Gamma_{I} \backslash \mathscr{D}^{+}\right) \tag{3.19}
\end{equation*}
$$

and similarly for the compactly supported cohomology. The integral of a closed form $\eta=\sum_{I \in \mathscr{C}} \eta_{I}$ over a cycle $C=\sum_{I \in \mathscr{C}} C_{I}$ in $Y$ is then defined by

$$
\begin{equation*}
\int_{C} \eta=\sum_{I \in \mathscr{C}} \int_{C_{I}} \eta_{I} \tag{3.20}
\end{equation*}
$$

This pairing induces the Poincaré duality $H_{r}(Y) \simeq H^{r}(Y)^{\vee} \simeq H_{c}^{\operatorname{dim}(Y)-r}(Y)$.
For top degree forms, when $r=\operatorname{dim}(Y)$, the choice of an orientation $\varrho$ gives an isomorphism

$$
\begin{equation*}
C^{\infty}\left(\mathrm{SO}_{\mathscr{V}}\left(\ell_{\infty}\right)^{+}\right)^{K_{\infty}} \longrightarrow \Omega^{\operatorname{dim}(Y)}\left(\mathscr{D}^{+}\right) \tag{3.21}
\end{equation*}
$$

that sends a smooth $K_{\infty}$-invariant function $f$ to a top degree form $f \varrho$. Combining the two isomorphisms (3.18) and (3.21), we get the following isomorphism for top degree forms

$$
\begin{equation*}
C^{\infty}\left(\mathrm{SO}_{\mathscr{V}}(\not) \backslash \mathrm{SO}_{\mathscr{V}}\left(\mathbb{A}_{\mathscr{R}}\right)\right)^{K} \longrightarrow \Omega^{\operatorname{dim}(Y)}(Y) \tag{3.22}
\end{equation*}
$$

sending a function $f$ to the form $\sum_{I \in \mathscr{C}} f\left(\cdot, h_{I}\right) \varrho$. When $\eta$ is a top degree form, we can consider the integral over $Y$. Suppose that the form $\eta \in \Omega^{\operatorname{dim}(Y)}(Y)$ correspond to a function $f$ in the isomorphism (3.22). Then

$$
\begin{equation*}
\int_{Y} \eta=\frac{c}{\operatorname{vol}(K)} \int_{\mathrm{SO}_{V}(\kappa) \backslash \mathrm{SO}_{V}\left(\mathbb{A}_{\notin}\right)} f(g) d g \tag{3.23}
\end{equation*}
$$

where $\operatorname{vol}(K)$ is the volume of $K$ with respect to a Haar mesure $d g$ on $\mathrm{SO}_{\mathscr{V}}\left(\mathbb{A}_{\mathscr{R}}\right)$, and $c>0$ is a constant dependant on the choice of the Haar measure but independant of $K$. We suppose that the Haar measure is chosen such that $c=1$.
3.3. Kudla-Millson theta lift. Let $(p, q)$ be the signature of $\mathscr{V}_{\mathbb{R}}=\bigoplus \mathscr{V}_{\sigma}$. In [KM86; KM87] Kudla and Millson define a form

$$
\begin{equation*}
\varphi_{\mathrm{KM}} \in \Omega^{q}\left(\mathscr{D}^{+}, \mathcal{\delta}\left(\mathscr{V}_{\mathbb{R}}\right)\right)^{\mathrm{SO}_{\mathscr{V}}\left(\kappa_{\infty}\right)^{+}} \simeq\left[\Omega^{q}\left(\mathscr{D}^{+}\right) \otimes \mathcal{S}\left(\mathscr{V}_{\mathbb{R}}\right)\right]^{\mathrm{SO}_{\mathscr{V}}\left(\kappa_{\infty}\right)^{+}} \tag{3.24}
\end{equation*}
$$

valued in the Schwartz space $\mathcal{S}\left(\mathscr{V}_{\mathbb{R}}\right)$. More precisely, at every place $\sigma$ there is a form $\varphi_{\mathrm{KM}}^{\sigma} \in$ $\Omega^{q_{\sigma}}\left(\mathscr{D}_{\sigma}^{+}, \mathcal{S}\left(\mathscr{V}_{\sigma}\right)\right)^{\mathrm{SO}_{\vartheta}\left(\kappa_{\sigma}\right)^{+}}$such that $\varphi_{\mathrm{KM}}(v)=\bigwedge_{\sigma=1}^{k} \varphi_{\mathrm{KM}}^{\sigma}(\sigma(v))$. These forms (hence also $\varphi_{\mathrm{KM}}$ ) are closed i.e. $d \varphi_{\mathrm{KM}}^{\sigma}(v)=0$ for any $v$ in $\mathscr{V}$, and $\mathrm{SO}_{\mathscr{V}}\left(\ell_{\sigma}\right)^{+}$-invariant in the sense that

$$
\begin{equation*}
h^{*} \varphi_{\mathrm{KM}}^{\sigma}(v)=\varphi_{\mathrm{KM}}^{\sigma}\left(h^{-1} v\right) \tag{3.25}
\end{equation*}
$$

for any $h$ in $\mathrm{SO}_{\mathscr{V}}\left(\hbar_{\sigma}\right)^{+}$and $v$ in $\mathscr{V}$. This extends to the invariance property

$$
\begin{equation*}
h^{*} \varphi_{\mathrm{KM}}(v)=\varphi_{\mathrm{KM}}\left(h^{-1} v\right) \tag{3.26}
\end{equation*}
$$

for any $h$ in $\mathrm{SO}_{\mathscr{V}}\left(\ell_{\infty}\right)^{+}$. In particular, the Kudla-Millson form is $\mathrm{SO}_{\mathscr{V}}(\nless)^{+}$-invariant. Furthermore, it satifies

$$
\begin{equation*}
\omega\left(k_{\theta}\right) \varphi_{\mathrm{KM}}=\prod_{\sigma} e^{i \theta_{\sigma} m} \varphi_{\mathrm{KM}} \tag{3.27}
\end{equation*}
$$

where

$$
k_{\theta}=\left(\left(\begin{array}{cc}
\cos \left(\theta_{\sigma}\right) & \sin \left(\theta_{\sigma}\right)  \tag{3.28}\\
-\sin \left(\theta_{\sigma}\right) & \cos \left(\theta_{\sigma}\right)
\end{array}\right)\right)_{\sigma} \in \mathrm{SO}(2)^{k}
$$

One of the main features of the Kudla-Millson form is its Thom form property. We will come back to this in Subsection 3.6.
3.3.1. Let us now define the Kudla-Millson theta series. Let $\varphi_{f} \in \mathcal{S}\left(\mathscr{V}_{\widehat{\mathscr{R}}}\right)$ be the same Schwartz function as above, and let $K_{f}^{\prime} \subset \mathrm{SL}_{2}(\widehat{\mathscr{R}})$ be an open compact satisfying $\omega(k) \varphi_{f}(v)=\varphi_{f}(v)$ for every $k \in K_{f}^{\prime}$. Hence, the Schwartz function $\varphi_{f}$ is $K_{f} \times K_{f}^{\prime}$ invariant by the Weil representation. We define

$$
\begin{equation*}
\varphi:=\varphi_{\mathrm{KM}} \otimes \varphi_{f} \in \Omega^{q}\left(\mathscr{D}^{+}\right) \otimes \mathcal{S}\left(V_{\mathbb{A}_{\varepsilon}}\right) \tag{3.29}
\end{equation*}
$$

For $g \in \mathrm{SL}_{2}\left(\mathbb{A}_{\not{k}}\right)$ and $h_{f} \in \mathrm{SO}_{\mathscr{V}}(\widehat{\mathscr{R}})$, the Kudla-Millson theta series is

$$
\begin{equation*}
\Theta_{\varphi}\left(g, h_{f}\right):=\sum_{v \in \mathscr{V}}\left(\omega\left(g, h_{f}\right) \varphi\right)(v) \in C^{\infty}\left(\mathrm{SL}_{2}(\nprec) \backslash \mathrm{SL}_{2}\left(\mathbb{A}_{\neq}\right)\right) \otimes \Omega^{q}(Y) \tag{3.30}
\end{equation*}
$$

When $g$ is fixed, we can view

$$
\begin{equation*}
\Theta_{\varphi}(g):=\Theta_{\varphi}(g, \cdot) \in \Omega^{q}(Y) \tag{3.31}
\end{equation*}
$$

as a differential form on $Y$. Let $\Gamma^{\prime}:=\mathrm{SL}_{2}(\not \subset) \cap K_{f}^{\prime}$. For a point $\left(\tau_{1}, \ldots, \tau_{k}\right) \in \mathscr{H}^{k}$ let $g_{\infty}=$ $\left(g_{\tau_{1}}, \ldots, g_{\tau_{k}}\right) \in \mathrm{SL}_{2}(\mathbb{R})^{k}$ where

$$
g_{\tau_{\sigma}}=\left(\begin{array}{cc}
\sqrt{y_{\sigma}} & x_{\sigma} / \sqrt{y_{\sigma}}  \tag{3.32}\\
0 & 1 / \sqrt{y_{\sigma}}
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{R})
$$

and $\tau_{\sigma}=x_{\sigma}+i y_{\sigma}$. Let

$$
\begin{equation*}
\Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{k}\right):=\left(y_{1} \cdots y_{k}\right)^{-\frac{m}{2}} \Theta_{\varphi}\left(g_{\infty}, 1\right) \in \Omega^{q}(Y) \tag{3.33}
\end{equation*}
$$

where we recall that $m=\operatorname{dim}(\mathscr{V})$. By the work of Kudla and Millson - building on Weil's construction of automorphic forms - the form $\Theta_{\varphi}$ transforms like a Hilbert modular form of parallel weight $m$ and level $\Gamma^{\prime}$, in the variables $\tau_{1}, \ldots, \tau_{k}$. They also show that the form is holomorphic in cohomology, in the sense that for every $\sigma$ we have

$$
\begin{equation*}
\frac{\partial}{\partial \overline{\tau_{\sigma}}} \Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{k}\right)=d \eta_{\sigma} \tag{3.34}
\end{equation*}
$$

for some $\eta_{\sigma} \in \Omega^{q-1}(Y)$. Furthermore, the form $\Theta_{\varphi}$ is closed, since $\varphi_{\mathrm{KM}}$ is. Hence, we can now view $\Theta_{\varphi}$ as an element

$$
\begin{equation*}
\Theta_{\varphi} \in H^{q}(Y) \otimes M_{(m, \cdots, m)}\left(\Gamma^{\prime}\right) \tag{3.35}
\end{equation*}
$$

where $M_{(m, \cdots, m)}\left(\Gamma^{\prime}\right)$ is the space of Hilbert modular forms of parallel weight $m$ and level $\Gamma^{\prime}$. In particular, if $C \in \mathscr{Z}_{q}(Y)$ is a cycle, then

$$
\begin{align*}
\Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{k}, C\right) & =\int_{C} \Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{k}\right) \\
& =\sum_{I \in \mathscr{C}} \int_{C_{I}} \Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{k}, h_{I}\right) \in M_{(m, \cdots, m)}\left(\Gamma^{\prime}\right) \tag{3.36}
\end{align*}
$$

Equivalently, if $\eta_{C} \in \Omega_{c}^{\operatorname{dim}(Y)-q}(Y)$ is a compactly supported form of complementary degree that is a Poincaré dual to $C$, then

$$
\begin{equation*}
\Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{k}, C\right)=\int_{Y} \Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{k}\right) \wedge \eta_{C} \in M_{(m, \cdots, m)}\left(\Gamma^{\prime}\right) \tag{3.37}
\end{equation*}
$$

3.3.2. Let us compute the level $\Gamma^{\prime}$, in the case $\not \approx=\mathbb{Q}$. Let $L \subset V$ be an even integral lattice, in the sense that $Q(L, L) \subset 2 \mathbb{Z}$. Consider the dual lattice

$$
\begin{equation*}
L^{\vee}:=\{v \in V \mid Q(v, w) \in \mathbb{Z} \text { for every } w \in L\} \tag{3.38}
\end{equation*}
$$

Note that $L$ is a finite index subgroup of $L^{\vee}$, and let $N:=\left[L^{\vee}: L\right]$ be the level of $L$.
Let $\varphi_{f}=\bigotimes_{p} \varphi_{p} \in \mathcal{S}\left(V_{\widehat{\mathbb{Q}}}\right)$ be the finite Schwartz function where $\varphi_{p}=\mathbf{1}_{L_{p}} \in \mathcal{S}\left(V_{\mathbb{Q}_{p}}\right)$ is the characteristic function of the lattice $L_{p}=L \otimes_{\mathbb{Z}} \mathbb{Z}_{p} \subset V_{\mathbb{Q}_{p}}$. Note that $L=V_{\mathbb{Q}} \cap \widehat{L}$ where $\widehat{L}=\prod_{p} L_{p}$. We can define the dual lattice $L_{p}^{\vee}$ and the level $N_{p}:=\left[L_{p}^{\vee}: L_{p}\right]$ similarly. Note that $N_{p}=1$ for almost all primes $p$ and that $N=\prod_{p} N_{p}$.

Proposition 3.1. The modular form $\Theta_{\varphi}(\tau, C)$ is of level $\Gamma_{0}(N)$.
Proof. We have $\Gamma_{0}(N)=\mathrm{GL}_{2}(\mathbb{Q})^{+} \cap K_{0}(N)$ where

$$
K_{0}(N)=\left\{\left(\begin{array}{ll}
a & b  \tag{3.39}\\
c & d
\end{array}\right) \in \mathrm{GL}_{2}(\widehat{\mathbb{Z}}), N \mid c\right\} .
$$

Thus, we have to show that $\varphi_{p}$ is invariant by $K_{0}(N)_{p}=K_{0}\left(N_{p}\right)_{p} \subset \mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)$ under the Weil representation. The group $\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)$ is generated by matrices of the form

$$
S=\left(\begin{array}{cc}
0 & -1  \tag{3.40}\\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
\mathbb{Z}_{p}^{\times} & 0 \\
0 & \mathbb{Z}_{p}^{\times}
\end{array}\right),\left(\begin{array}{cc}
1 & \mathbb{Z}_{p} \\
0 & 1
\end{array}\right)
$$

Note that the action of $S$ is

$$
\begin{equation*}
\omega(S) \varphi_{p}=\operatorname{vol}\left(L_{p}\right) \mathbf{1}_{L_{p}^{\vee}} \tag{3.41}
\end{equation*}
$$

In particular, if $N_{p}=1$, we have $L_{p}=L_{p}^{\vee}$ and $\operatorname{vol}\left(L_{p}\right)=\operatorname{vol}\left(L_{p}^{\vee}\right)^{-1}=\operatorname{vol}\left(L_{p}\right)^{-1}=1$. Hence, the Schwartz function is preserved by $S$ when $N_{p}=1$. It is immediate to check that it is also invariant under the diagonal and unipotent matrices in (3.40), hence $\varphi_{p}$ is preserved by $K_{0}(N)_{p}=\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)$ when $N_{p}=1$. Suppose $N_{p}=p^{r}$ for some $r>0$ and write a matrix in $K_{0}(N)_{p}$ as

$$
\left(\begin{array}{cc}
a & b  \tag{3.42}\\
p^{r} c & d
\end{array}\right)=S^{-1}\left(\begin{array}{cc}
1 & \frac{p^{r} c}{a} \\
0 & 1
\end{array}\right) S\left(\begin{array}{cc}
a & b \\
0 & d-\frac{b c p^{r}}{a}
\end{array}\right)
$$

Note that $a \in \mathbb{Z}_{p}^{\times}$. Let us denote by $g_{1}$ and $g_{2}$ the two matrices in $\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)$ such that the right handside of (3.42) is $S^{-1} g_{1} S g_{2}$. A direct computation shows that $\varphi_{p}$ is invariant by $g_{2}$, and that $\omega(S) \varphi_{p}=\operatorname{vol}\left(L_{p}\right) \mathbf{1}_{L_{p}^{\vee}}$ is invariant under $g_{1}$. Hence we have $\omega\left(S^{-1} g_{1} S g_{2}\right) \varphi_{p}=\varphi_{p}$.
3.4. Restriction of scalars and seesaw. We can now consider the theta lift described in the previous paragraph in two cases.
Remark 3.3 (Remark on the notation). In section 3.1 we introduced the notations $\mathscr{D}, Y$ and $\mathscr{C}$ attached to the quadratic space $\mathscr{V}$ where $\mathscr{V}$ is either the quadratic space $V$ over $\mathbb{Q}$ or the quadratic space $E$ over $F$. In the later case, we will replace the notation by $\mathscr{D}_{T}, Y_{T}, \mathscr{C}_{T}$ and $K_{T}$, as used in the introduction.
3.4.1. First, let us consider the case where $\mathscr{\ell}=\mathbb{Q}$ and $\mathscr{V}=V$. The symplectic space is $\mathscr{W} \simeq \mathbb{Q}^{4 d}$ (recall that the degree of $F$ is $d$ ). We have the Weil representation

$$
\begin{equation*}
\omega_{\varphi}: \mathrm{SL}_{2}(\mathbb{A}) \times \mathrm{SO}_{V}(\mathbb{A}) \longrightarrow \mathcal{S}\left(V_{\mathbb{A}}\right) \tag{3.43}
\end{equation*}
$$

Let $\varphi_{f}=\mathbf{1}_{\widehat{L}} \in \mathcal{S}\left(V_{\widehat{\mathbb{Q}}}\right)$ be as previously, the characteristic function of an even integral lattice of level $N$. Let $\varphi=\varphi_{\mathrm{KM}}^{V} \otimes \varphi_{f}$, where $\varphi_{\mathrm{KM}}^{V} \in \Omega^{q}\left(\mathscr{D}^{+}\right)$is the Kudla-Millson form on $\mathscr{D}^{+}$. In this setting, the Kudla-Millson lift is

$$
\begin{equation*}
\Theta_{\varphi}: H_{q}(Y) \longrightarrow M_{d}\left(\Gamma_{0}(N)\right) \tag{3.44}
\end{equation*}
$$

3.4.2. Let us now consider the Kudla-Millson lift for the quadratic space $(\mathscr{V}, \mathscr{Q})=\left(E, Q_{\alpha}\right)$. Let us consider subsections 3.1 and 3.2 in the setting of this quadratic space of dimension $m=2$ over the totally real field $\not \approx=F$ of degree $k=d$. Recall that $\mathrm{T}(\mathbb{Q}) \simeq E^{1} \simeq \mathrm{SO}_{E}(F)$.

The symplectic space is $\mathscr{W} \simeq F^{4}$, and we have a representation

$$
\begin{equation*}
\omega_{E}: \mathrm{SL}_{2}\left(\mathbb{A}_{F}\right) \times \mathrm{SO}_{E}\left(\mathbb{A}_{F}\right) \longrightarrow \mathcal{S}\left(\mathbb{A}_{E}\right) \tag{3.45}
\end{equation*}
$$

Let $\mathrm{T}(\mathbb{R})^{+} \simeq \mathrm{SO}_{E}\left(F_{\mathbb{R}}\right)^{+}$be the connected components of its real points. Since T is of maximal real rank, we have $E_{\infty}^{1,+} \simeq \mathrm{T}(\mathbb{R})^{+} \simeq\left(\mathbb{R}_{>0}\right)^{q} \times\left(S^{1}\right)^{\frac{p-q}{2}}$ where $S^{1}$ is the unit circle. The maximal compact subgroup in $\mathrm{T}(\mathbb{R})^{+}$is $K_{T, \infty} \simeq\left(S^{1}\right)^{\frac{p-q}{2}}$, hence

$$
\begin{equation*}
\mathscr{D}_{T}^{+}=\mathrm{T}(\mathbb{R})^{+} / K_{T, \infty} \simeq\left(\mathbb{R}_{>0}\right)^{q} \tag{3.46}
\end{equation*}
$$

We can view the Schwartz function $\varphi_{f} \in \mathcal{S}\left(V_{\widehat{\mathbb{Q}}}\right)$ used for the lift (3.44) as a finite Schwartz function in $\varphi_{f} \in \mathcal{S}(\widehat{E})$ and set $\varphi=\varphi_{\mathrm{KM}}^{E} \otimes \varphi_{f}$, where $\varphi_{\mathrm{KM}}^{E} \in \Omega^{q}\left(\mathscr{D}_{T}^{+}\right) \simeq \Omega^{q}\left(\mathbb{R}_{>0}^{q}\right)$ is the KudlaMillson form on $\mathscr{D}_{T}^{+}$.

Let $K_{T, f} \times K_{T, f}^{\prime} \subset \mathrm{SO}_{E}(\widehat{F}) \times \mathrm{SL}_{2}(\widehat{F})$ be the open compacts stabilizing $\varphi$ under the Weil representation, and let $Y_{T}$ the locally symmetric space. Let $\mathscr{C}_{T}$ be the finite group of double cosets

$$
\begin{equation*}
\mathscr{C}_{T}:=\mathrm{T}(\mathbb{Q})^{+} \backslash \mathrm{T}(\widehat{\mathbb{Q}}) / K_{T, f}=E^{1,+} \backslash \widehat{E}^{1} / K_{T, f} \tag{3.47}
\end{equation*}
$$

where $E^{1,+}=E^{1} \cap\left(E_{\infty}^{1}\right)^{+} \simeq \mathrm{T}(\mathbb{Q}) \cap \mathrm{T}(\mathbb{R})^{+}$is the intersection with the connected component of the identity. The space

$$
\begin{equation*}
Y_{T}=\mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A}) / K_{T} \simeq E^{1} \backslash E_{\mathbb{A}}^{1} / K_{T} \simeq E^{1} \backslash\left(\left(\mathbb{R}_{>0}\right)^{q} \times \widehat{E}^{1}\right) / K_{T, f} \tag{3.48}
\end{equation*}
$$

is a disjoint union of connected components

$$
\begin{equation*}
Y_{T}=\bigsqcup_{I \in \mathscr{C}_{T}} \Lambda \backslash \mathbb{R}_{>0}^{q} \tag{3.49}
\end{equation*}
$$

where $\Lambda:=\mathrm{T}(\mathbb{Q})^{+} \cap K_{T, f}$. By [PR94, Theorem. 4.11, p. 208], the quotient $Y_{T}$ is compact since $\mathrm{T}(\mathbb{Q}) \simeq E^{1}$ is $\mathbb{Q}$-anisotropic. Then $\operatorname{dim}\left(Y_{T}\right)=q$ and the Kudla-Millson theta lift is

$$
\begin{equation*}
\Theta_{\varphi}: H_{q}\left(Y_{T}\right) \longrightarrow M_{(1, \ldots, 1)}\left(\Gamma^{\prime}\right) \tag{3.50}
\end{equation*}
$$

where $\Gamma^{\prime}$ is a congruence subgroup of $\mathrm{SL}_{2}(F)$.
We have $H_{q}\left(Y_{T}, \mathbb{C}\right) \simeq \mathbb{C}\left[\mathscr{C}_{T}\right]$. Let $Y_{T, I}$ be the connected component corresponding to $I$ in (3.49) and $\left[Y_{T, I}\right] \in H_{q}\left(Y_{T, I}\right)$ a fundamental class, i.e. a generator of $H_{q}\left(Y_{T, I}, \mathbb{Z}\right) \simeq \mathbb{Z}$. Let $\chi_{f}$ be the finite part of the Hecke character and suppose that $\chi_{f}$ is trivial on $K_{T, f}$. Hence, we can view $\chi_{f}$ as a function on $\mathscr{C}_{T}$ and define

$$
\begin{equation*}
\left[Y_{\chi}\right]:=\sum_{I \in \mathscr{C}_{T}} \chi_{f}(I) Y_{T, I} \in H_{q}\left(Y_{T}, \mathbb{C}\right) \tag{3.51}
\end{equation*}
$$

We define the image of this class to be

$$
\begin{equation*}
\Theta_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, \chi\right):=\int_{Y_{\chi}} \Theta_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}\right) \in M_{(1, \ldots, 1)}\left(\Gamma^{\prime}\right) . \tag{3.52}
\end{equation*}
$$

Note that $\mathscr{D}_{T}^{+} \simeq \mathrm{SO}_{E}(\mathbb{R})^{+} \simeq\left(\mathbb{R}_{>0}\right)^{q}$. By (3.22), the orientation $d t^{\times}:=d t_{1}^{\times} \wedge \cdots \wedge d t_{q}^{\times}$of $\mathscr{D}_{T}^{+}$, where $d t_{\sigma}^{\times}=\frac{d t_{\sigma}}{t_{\sigma}}$, identifies

$$
\begin{equation*}
C^{\infty}(\mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A}))^{K_{T}} \simeq \Omega^{q}\left(Y_{T}\right) \tag{3.53}
\end{equation*}
$$

Hence, we can write

$$
\begin{equation*}
\Theta_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}\right)=\widetilde{\Theta}_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, t\right) d t^{\times} \in \Omega^{q}\left(Y_{T}\right) \tag{3.54}
\end{equation*}
$$

for some smooth function $\widetilde{\Theta}_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, \cdot\right) \in C^{\infty}(\mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A}))^{K_{T}}$. We can also write (3.52) as

$$
\begin{equation*}
\Theta_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, \chi\right)=\frac{1}{\operatorname{vol}\left(K_{T}\right)} \int_{\mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A})} \widetilde{\Theta}_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, t\right) \chi(t) d t^{\times} \in M_{(1, \ldots, 1)}\left(\Gamma^{\prime}\right), \tag{3.55}
\end{equation*}
$$

where $\operatorname{vol}\left(K_{T}\right)$ is the volume with respect to the Haar measure $d t^{\times}$on $T(\mathbb{A}) \simeq E_{\mathbb{A}}^{1}$.
3.4.3. The seesaw identity is a way to relate the lifts (3.50) and (3.44). By restriction of scalars from $F$ to $\mathbb{Q}$, we can embedd $\mathrm{Sp}_{4}(F)$ in $\mathrm{Sp}_{4 d}(\mathbb{Q})$, as well as the subgroups forming the dual pair $\mathrm{SL}_{2}\left(\mathbb{A}_{F}\right) \times \mathrm{SO}_{E}\left(\mathbb{A}_{F}\right)$. The image of these two subgroups satisfy $\mathrm{SL}_{2}(\mathbb{Q}) \subset \mathrm{SL}_{2}(F)$ and $\mathrm{SO}_{E}(F) \subset \mathrm{SO}_{V}(\mathbb{Q})$, where the latter inclusion is restriction of scalars. For the former embedding of $\mathrm{SL}_{2}(F)$ in $\mathrm{Sp}_{4 d}(\mathbb{Q})$, it is given by

$$
\begin{align*}
& \mathrm{SL}_{2}(F) \longleftrightarrow \mathrm{Sp}_{4 d}(\mathbb{Q}) \\
& \left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \longmapsto\left(\begin{array}{ll}
r(a) & r(b) \\
r(c) & r(d)
\end{array}\right) \tag{3.56}
\end{align*}
$$

where $r: F^{\times} \longrightarrow \mathrm{GL}_{d}(\mathbb{Q})$ is the regular representation. These two dual pairs form the seesaw


We also had the pairs of open compact subgroups $K_{f} \times K_{f}^{\prime} \subset \mathrm{SO}_{V}(\widehat{\mathbb{Q}}) \times \mathrm{SL}_{2}(\widehat{\mathbb{Q}})$ and $K_{T, f} \times K_{T, f}^{\prime} \subset$ $\mathrm{SO}_{E}(\widehat{F}) \times \mathrm{SL}_{2}(\widehat{F})$ stabilizing $\varphi_{f}$. Suppose they are compatible with the embeddings in the sense that $K_{T, f} \subset K_{f} \cap \mathrm{SO}_{E}(\widehat{F})$ and $K_{f}^{\prime} \subset K_{T, f}^{\prime} \cap \mathrm{SL}_{2}(\widehat{\mathbb{Q}})$. After conjugating if necessary, we can assume that the maximal compacts $K_{\infty}$ and $K_{T, \infty}$ are chosen such that $K_{\infty} \cap \mathrm{SO}_{V}(\mathbb{R})^{+}=K_{T, \infty}$. Then the embedding of $\mathrm{SO}_{E}$ in $\mathrm{SO}_{V}$ induces an immersion

$$
\begin{equation*}
\phi: Y_{T} \longrightarrow Y \tag{3.57}
\end{equation*}
$$

This immersion induces a pullback in cohomology

$$
\begin{equation*}
\phi^{*}: H^{q}(Y, \mathbb{C}) \longrightarrow H^{q}\left(Y_{T}, \mathbb{C}\right) \tag{3.58}
\end{equation*}
$$

and a pushforward in homology

$$
\begin{equation*}
\phi_{*}: H_{q}\left(Y_{T}, \mathbb{C}\right) \longrightarrow H_{q}(Y, \mathbb{C}) . \tag{3.59}
\end{equation*}
$$

On the other hand, the pullback by the diagonal inclusion of $\mathscr{H}$ in $\mathscr{H} \times \cdots \times \mathscr{H}$ induces the diagonal restriction

$$
\begin{equation*}
\iota^{*}: M_{(1, \ldots, 1)}\left(\Gamma^{\prime}\right) \longrightarrow M_{d}\left(\Gamma_{0}(N)\right) . \tag{3.60}
\end{equation*}
$$

The seesaw identity relies on two observations. Firstly, the two Weil representations $\omega_{V}$ and $\omega_{E}$ agree on their smallest common subgroups of both dual pairs, namely ( $\mathrm{SO}_{E}(F), \mathrm{SL}_{2}(\mathbb{Q})$ ). Secondly, the Kudla-Millson form has the functorial property that $\left.\varphi_{\mathrm{KM}}^{V}\right|_{\mathscr{D}_{T}^{+}}=\varphi_{\mathrm{KM}}^{E}$, see [Bra23b, Equation. (5.10)]. Hence, the two kernels

$$
\begin{equation*}
\Theta_{\varphi} \in C^{\infty}\left(\mathrm{SL}_{2}(\mathbb{Q}) \backslash \mathrm{SL}_{2}(\mathbb{A})\right) \otimes \Omega^{q}(Y) \tag{3.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{\varphi} \in C^{\infty}\left(\mathrm{SL}_{2}(F) \backslash \mathrm{SL}_{2}\left(\mathbb{A}_{F}\right)\right) \otimes \Omega^{q}\left(Y_{T}\right) \tag{3.62}
\end{equation*}
$$

for $E$ and $V$ respectively, agree when restricted to

$$
\begin{equation*}
C^{\infty}\left(\mathrm{SL}_{2}(\mathbb{Q}) \backslash \mathrm{SL}_{2}(\mathbb{A})\right) \otimes \Omega^{q}\left(Y_{T}\right) \tag{3.63}
\end{equation*}
$$

We deduce the seesaw identity

$$
\begin{equation*}
\iota^{*} \Theta_{\varphi}\left(\tau_{1}, \ldots, \tau_{d}\right)=\Theta_{\varphi}(\tau, \ldots, \tau)=\phi^{*} \Theta_{\varphi}(\tau) \tag{3.64}
\end{equation*}
$$

3.4.4. For a class $I$ in the class group $\mathscr{C}_{T}$ of T we define the toric cycle

$$
\begin{equation*}
C_{T, I}=\phi_{*} Y_{T, I} \in H_{q}(Y, \mathbb{Z}) \tag{3.65}
\end{equation*}
$$

to be the pushforward of the fundamental class. We also define

$$
\begin{equation*}
C_{\chi}:=\phi_{*} Y_{\chi}=\sum_{I \in \mathscr{C}_{T}} \chi_{f}(I) C_{T, I} \in H_{q}(Y, \mathbb{Z}) \tag{3.66}
\end{equation*}
$$

We then have

$$
\begin{equation*}
\Theta_{\varphi}(\tau, \cdots, \tau, \chi)=\int_{Y_{\chi}} \Theta_{\varphi}(\tau, \cdots, \tau)=\int_{Y_{\chi}} \phi^{*} \Theta_{\varphi}(\tau)=\int_{\phi_{*} Y_{\chi}} \Theta_{\varphi}(\tau), \tag{3.67}
\end{equation*}
$$

which gives the seesaw identity

$$
\begin{equation*}
\Theta_{\varphi}(\tau, \cdots, \tau, \chi)=\int_{C_{\chi}} \Theta_{\varphi}(\tau) \tag{3.68}
\end{equation*}
$$

3.4.5. For now we have only considered the case where $E$ is an extension of a field $F$, but we want to consider more general étale algebras of the form $E=E_{1} \times \cdots \times E_{r}$, together with an involution fixing $F=F_{1} \times \cdots \times F_{r}$. Here each of the $F_{i}$ is a totally real field of degree $d_{i}$, that is the fixed field of $E_{i}$. Suppose that $(V, Q)$ is the restriction of scalars of $\left(E, Q_{\alpha}\right)$ from $F$ to $\mathbb{Q}$, as in 2.1. Then $V$ is a vector space of dimension $2 d$ where $d=d_{1}+\cdots+d_{r}$. Furthermore, we can split the quadratic space as $V=V_{1} \oplus \cdots \oplus V_{r}$, where $V_{i}$ is the restriction of scalars of $E_{i}$ from the field $F_{i}$ to $\mathbb{Q}$. We can restrict the embedding $\mathrm{SO}_{V}(\mathbb{Q}) \hookrightarrow \mathrm{Sp}_{4 d}(\mathbb{Q})$ given in 3.4 to an embedding $\mathrm{SO}_{V_{1}}(\mathbb{Q}) \times \cdots \times \mathrm{SO}_{V_{r}}(\mathbb{Q}) \hookrightarrow \mathrm{Sp}_{4 d}(\mathbb{Q})$. Its commutator is $\mathrm{SL}_{2}(\mathbb{Q})^{r}$ and we get a seesaw


Combining with previous seesaw, we then get


Let $\varphi_{f} \in \mathcal{S}\left(V_{\widehat{\mathbb{Q}}}\right)$ be a finite Schwartz function. Suppose that $\varphi_{f}$ is the characteristic function of an even integral lattice of level $N$. Let $\varphi_{V}=\varphi_{\mathrm{KM}}^{V} \otimes \varphi_{f}$ and the associated theta lift

$$
\begin{equation*}
\Theta_{\varphi}: H^{q}(Y, \mathbb{C}) \longrightarrow M_{d}\left(\Gamma_{0}(N)\right) \tag{3.69}
\end{equation*}
$$

We have $\mathcal{S}\left(V_{\widehat{\mathbb{Q}}}\right) \simeq \mathcal{S}(\widehat{E}) \simeq \mathcal{S}\left(\widehat{E}_{1}\right) \otimes \cdots \otimes \mathcal{S}\left(\widehat{E}_{r}\right)$ and so we can write $\varphi_{f}$ as a finite sum

$$
\begin{equation*}
\varphi_{f}=\sum_{\beta} \varphi_{f}^{\beta, 1} \otimes \cdots \otimes \varphi_{f}^{\beta, r} \tag{3.70}
\end{equation*}
$$

with $\varphi_{f}^{\beta, i} \in \mathcal{S}\left(\widehat{E}_{i}\right)$. Similarly, the character $\chi$ on $T(\mathbb{Q}) \backslash T(\mathbb{A})$ can be written as $\chi=\chi_{1} \times \cdots \times \chi_{r}$ where

$$
\begin{equation*}
\chi_{i}: \mathrm{T}_{i}(\mathbb{Q}) \backslash \mathrm{T}_{i}(\mathbb{A}) \longrightarrow \mathbb{C}^{\times} \tag{3.71}
\end{equation*}
$$

and $\mathrm{T}_{i}(\mathbb{Q}) \simeq E_{i}^{1}$. We set $\varphi^{\beta, i}=\varphi_{\mathrm{KM}}^{E_{i}} \otimes \varphi_{f}^{\beta, i}$, and as above we get a Hilbert modular form

$$
\begin{equation*}
\Theta_{\varphi^{\beta, i}}\left(\tau_{1}, \ldots, \tau_{d}, \chi_{i}\right) \in M_{(1, \ldots, 1)}\left(\Gamma_{i}^{\prime}\right) \tag{3.72}
\end{equation*}
$$

of parallel weight one for a congruence subgroup $\Gamma_{i}^{\prime}$ of $\mathrm{SL}_{2}\left(\mathcal{O}_{F_{i}}\right)$. We denote by

$$
\begin{equation*}
\Theta_{\varphi^{\beta, i}}\left(\tau^{\Delta}, \chi_{i}\right)=\Theta_{\varphi^{\beta, i}}\left(\tau, \ldots, \tau, \chi_{i}\right) \in M_{d_{i}}\left(\Gamma_{i}^{\prime} \cap \mathrm{SL}_{2}(\mathbb{Q})\right) \tag{3.73}
\end{equation*}
$$

its diagonal restriction, which is a modular form of weight $d_{i}$.
By the functoriality of the Kudla-Millson we have

$$
\begin{equation*}
\left.\varphi_{\mathrm{KM}}^{V}\right|_{Y_{E_{1}} \times \cdots \times Y_{E_{r}}}=\varphi_{\mathrm{KM}}^{E_{1}} \wedge \cdots \wedge \varphi_{\mathrm{KM}}^{E_{r}} . \tag{3.74}
\end{equation*}
$$

We can deduce the following from Proposition 3.68.

Proposition 3.2. We have the seesaw identity

$$
\begin{equation*}
\int_{C_{\chi}} \Theta_{\varphi}(\tau)=\sum_{\beta} \Theta_{\varphi^{\beta, 1}}\left(\tau^{\Delta}, \chi_{1}\right) \cdots \Theta_{\varphi^{\beta, r}}\left(\tau^{\Delta}, \chi_{r}\right) \tag{3.75}
\end{equation*}
$$

3.5. Computations of the Hilbert modular form. Let us compute the Kudla-Millson form

$$
\begin{equation*}
\varphi_{\mathrm{KM}}^{E}=\left.\varphi_{\mathrm{KM}}^{V}\right|_{\mathscr{D}_{T}^{+}} \in \Omega^{q}\left(\mathscr{D}_{T}^{+}\right) . \tag{3.76}
\end{equation*}
$$

Suppose that $E$ is a field Since T is of maximal real rank, $S_{3}$ is empty by Proposition 2.6. Recall that $q=\left|S_{1}\right|$ by Proposition 2.6. At a place $\sigma \in S_{2}$, the algebra is $E_{\sigma} \simeq \mathbb{C}$ and the space $\mathscr{D}_{\sigma}^{+}$is a point. So the Kudla-Millson form is of degree 0 and is simply the Gaussian

$$
\begin{equation*}
\varphi_{\mathrm{KM}}^{\sigma}(v)=e^{-\pi\left|\alpha_{\sigma}\right| \mathrm{N}_{E_{\sigma} / F_{\sigma}}(v)} \in \Omega^{0}\left(\mathscr{D}_{\sigma}^{+}\right) . \tag{3.77}
\end{equation*}
$$

At a place $\sigma \in S_{1}$, the algebra is $E_{\sigma} \simeq \mathbb{R} \times \mathbb{R}$ and $\mathscr{D}_{\sigma}^{+} \simeq \mathbb{R}_{>0}$. An element $v$ in $E_{\sigma}$ is sent to $\left(v_{\sigma}, v_{\sigma}^{\prime}\right)$ in $E_{\sigma}$. The Kudla-Millson form (see [Bra23b]) is given by

$$
\begin{equation*}
\varphi_{\mathrm{KM}}^{\sigma}(v)=\sqrt{\left|\alpha_{\sigma}\right|} e^{-\pi\left|\alpha_{\sigma}\right|\left(\left(v_{\sigma} t_{\sigma}^{-1}\right)^{2}+\left(t_{\sigma} v_{\sigma}^{\prime}\right)^{2}\right)}\left(\frac{v_{\sigma}}{t_{\sigma}}+t_{\sigma} v_{\sigma}^{\prime}\right) \frac{d t_{\sigma}}{t_{\sigma}} \in \Omega^{1}\left(\mathscr{D}_{\sigma}^{+}\right) \tag{3.78}
\end{equation*}
$$

for $v \in E_{\sigma}$.
3.5.1. We define a Schwartz function $\varphi_{\infty} \in \mathcal{S}\left(E_{\mathbb{R}}\right)$ by $\varphi_{\infty}=\prod_{\sigma} \varphi_{\sigma}$ where $\varphi_{\sigma}=\varphi_{\mathrm{KM}}^{\sigma}$ when $\sigma$ is in $S_{2}$, and

$$
\begin{equation*}
\varphi_{\sigma}\left(x, x^{\prime}\right):=\sqrt{\left|\alpha_{\sigma}\right|} e^{-\pi\left|\alpha_{\sigma}\right|\left(x^{2}+\left(x^{\prime}\right)^{2}\right)}\left(x+x^{\prime}\right) . \tag{3.79}
\end{equation*}
$$

when $\sigma$ is in $S_{1}$. Then, under the isomorphism $C^{\infty}\left(\mathbb{R}_{>0}^{q}\right) \simeq \Omega^{q}\left(\mathscr{D}_{T}^{+}\right)$, we

$$
\begin{equation*}
\left(\omega\left(g_{\infty}, 1\right) \varphi_{\mathrm{KM}}^{E}\right)(v)=\left(\omega\left(g_{\infty}, t_{\infty}\right) \varphi_{\infty}\right)(v) d t_{\infty}^{\times} \tag{3.80}
\end{equation*}
$$

for $g_{\infty} \in \mathrm{SL}_{2}\left(F_{\mathbb{R}}\right)$. Note that since $E$ is a field, any nonzero $v \in E$ must satisfy $v_{\sigma} v_{\sigma}^{\prime} \neq 0$ at any place $\sigma \in S_{1}$. Let $\tau:=\left(\tau_{\sigma}\right)_{\sigma} \in \mathscr{H}^{q}$ be the image of $(i, \ldots, i)$ by $g_{\infty}$ and write

$$
\begin{equation*}
\operatorname{Tr}_{F / \mathbb{Q}}(\tau m):=\sum_{\sigma} \tau_{\sigma} m_{\sigma} \tag{3.81}
\end{equation*}
$$

for $m \in F$.

Lemma 3.3. Suppose that $E / F$ is a field extension. We have

$$
\int_{E_{\infty}^{1}} \omega\left(g_{\infty}, t_{\infty}\right) \varphi_{\infty}(v) \chi_{\infty}(t) d t_{\infty}^{\times}=2^{q}\left(y_{1} \cdots y_{d}\right)^{\frac{1}{2}}\left(\prod_{\sigma \in S_{1}} \operatorname{sgn}\left(v_{\sigma}+v_{\sigma}^{\prime}\right)\right) e^{2 i \pi \operatorname{Tr}_{F / \mathbb{Q}}(\tau \alpha m)}
$$

if $m=\mathrm{N}_{E / F}(v)$ is totally positive, and the integral is 0 otherwise.
Proof. At a place $\sigma$ in $S_{2}$ there is no integral, since $\mathscr{D}_{\sigma}^{+}$is a point. At a place $\sigma$ in $S_{1}$ we have

$$
\begin{aligned}
\int_{E_{\sigma}^{1}} \omega\left(1, t_{\sigma}\right) \varphi_{\sigma}\left(v_{\sigma}, v_{\sigma}^{\prime}\right) \chi_{\sigma}\left(t_{\sigma}\right) d t_{\sigma}^{\times} & \left.\left.=\sqrt{\left|\alpha_{\sigma}\right|} \int_{\mathbb{R}^{\times}} e^{-\pi\left|\alpha_{\sigma}\right|\left(\left(v_{\sigma} t_{\sigma}-1\right.\right.}\right)^{2}+\left(t_{\sigma} v_{\sigma}^{\prime}\right)^{2}\right) \\
& =2 \sqrt{\left|a_{\sigma} v_{\sigma} v_{\sigma}^{\prime}\right|} \int_{0}^{\infty} e^{-\pi\left|a_{\sigma} v_{\sigma} v_{\sigma}^{\prime}\right|\left(u^{-2}+u^{2}\right)}\left(\frac{\operatorname{sgn}\left(v_{\sigma}^{\prime}\right)}{u}+\operatorname{sgn}\left(v_{\sigma}^{\prime}\right) u\right) \frac{d u}{u}
\end{aligned}
$$

after the substitution $t_{\sigma}=\sqrt{\left|\frac{v_{\sigma}}{v_{\sigma}^{\prime}}\right|} u$. Note that the assumption that $\chi_{\sigma}\left(t_{\sigma}\right)=\operatorname{sgn}\left(t_{\sigma}\right)$ is crucial here, since the integral would be 0 otherwise. After substituting $\beta=u^{2}$ we find that this integral is

$$
\begin{equation*}
K_{\frac{1}{2}}\left(2 \pi\left|\alpha_{\sigma} v_{\sigma} v_{\sigma}^{\prime}\right|\right) \sqrt{\left|\alpha_{\sigma} v_{\sigma} v_{\sigma}^{\prime}\right|} \operatorname{sgn}\left(v_{\sigma}+v_{\sigma}^{\prime}\right) \tag{3.82}
\end{equation*}
$$

where $K_{s}(w)=\int_{0}^{\infty} e^{-w\left(\beta^{-1}+\beta\right)} \beta^{s} \frac{d \beta}{\beta}$ is the $K$-Bessel function. We deduce that the integral vanishes when $m_{\sigma}=v_{\sigma} v_{\sigma}^{\prime}$ is negative at some place $i . e$. when $m$ is not totally positive. Using the fact that $K_{\frac{1}{2}}(w)=\sqrt{\frac{2 \pi}{w}} e^{-w}$, equation (3.82) becomes

$$
\begin{equation*}
2 \operatorname{sgn}\left(v_{\sigma}+v_{\sigma}^{\prime}\right) e^{-2 \pi\left|\alpha_{\sigma} v_{\sigma} v_{\sigma}^{\prime}\right|} \tag{3.83}
\end{equation*}
$$

Thus, taking the product over all the places of $F$ we get

$$
\begin{equation*}
\int_{E_{\infty}^{1}} \omega\left(1, t_{\infty}\right) \varphi_{\infty}(v) \chi_{\infty}(t) d t_{\infty}^{\times}=2^{q}\left(\prod_{\sigma \in S_{1}} \operatorname{sgn}\left(v_{\sigma}+v_{\sigma}^{\prime}\right)\right) \prod_{\sigma \in S_{1} \cup S_{2}} e^{-2 \pi\left|\alpha_{\sigma} v_{\sigma} v_{\sigma}^{\prime}\right|} \tag{3.84}
\end{equation*}
$$

3.5.2. Recall that we can write

$$
\begin{equation*}
\Theta_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}\right)=\widetilde{\Theta}_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, t\right) d t^{\times} \in \Omega^{q}\left(Y_{T}\right) \tag{3.85}
\end{equation*}
$$

By the (3.80) we have

$$
\begin{equation*}
\widetilde{\Theta}_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, t\right)=\left(y_{1} \cdots y_{d}\right)^{-\frac{1}{2}} \sum_{v \in E}\left(\omega\left(g_{\infty}, t\right) \varphi\right)(v) \tag{3.86}
\end{equation*}
$$

where $\varphi=\varphi_{\infty} \otimes \varphi_{f} \in \mathcal{S}\left(\mathbb{A}_{E}\right)$ is as above. We get

$$
\begin{align*}
\Theta_{\varphi}\left(\tau_{1}, \cdots, \tau_{d}, \chi\right) & =\frac{2^{q}}{\operatorname{vol}\left(K_{T}\right)} \int_{E^{1} \backslash E_{\mathrm{A}}^{1}}\left(y_{1} \cdots y_{d}\right)^{-\frac{1}{2}} \sum_{v \in E}\left(\omega\left(g_{\infty}, t\right) \varphi\right)(v) \chi(t) d t^{\times} \\
& =\frac{2^{q}}{\operatorname{vol}\left(K_{T}\right)}\left(y_{1} \cdots y_{d}\right)^{-\frac{1}{2}} \sum_{v \in E^{1} \backslash E} \int_{E_{\mathrm{A}}^{1}}\left(\omega\left(g_{\infty}, t\right) \varphi\right)(v) \chi(t) d t^{\times} \\
& =\sum_{m \in F} c_{\varphi}^{(m)}\left(C_{\chi}\right) e^{2 i \pi \operatorname{Tr}_{F / \mathbb{Q}}(\tau \alpha m)} \tag{3.87}
\end{align*}
$$

where

$$
\begin{align*}
c_{\varphi}^{(m)}\left(C_{\chi}\right) & :=\frac{2^{q}}{\operatorname{vol}\left(K_{T}\right)} \sum_{\substack{v \in E^{1} \backslash E \\
\mathrm{~N}_{E / F}(v)=m}} \int_{E_{\mathrm{A}}^{1}}\left(\omega\left(g_{\infty}, t\right) \varphi\right)(v) \chi(t) d t^{\times} \\
& =\frac{2^{q}}{\operatorname{vol}\left(K_{T}\right)} \sum_{\substack{v \in E^{1} \backslash E \\
\mathrm{~N}_{E / F}(v)=m}}\left(\prod_{\sigma \in S_{1}} \operatorname{sgn}\left(v_{\sigma}+v_{\sigma}^{\prime}\right)\right) \int_{\widehat{E}^{1}} \varphi_{f}\left(t^{-1} v\right) \chi_{f}(t) d t^{\times} \tag{3.88}
\end{align*}
$$

Note that $c_{\varphi}^{(m)}\left(C_{\chi}\right)$ is nonzero only if $m$ is totally positive.

Theorem 3.4. Let $\chi$ be a character on a anisotropic maximal $\mathbb{Q}$-torus T of maximal real rank. Then $\Theta_{\varphi}\left(\tau, C_{\chi}\right)$ is a cusp form.

Proof. Suppose that $F$ is a field, and $E$ a quadratic field extension. Then the only $v \in E$ for which $Q_{\alpha}(v, v)=\mathrm{N}_{E / F}(v, v)=0$ is $v=0$. Since $v_{\sigma}=v_{\sigma}^{\prime}=0$, we see from (3.88) that the constant term $c_{\varphi}^{(0)}\left(C_{\chi}\right)$ is zero.

If $E / F$ is a product of field extensions $E_{i} / F_{i}$, then by Proposition 3.2 the constant term is

$$
\begin{equation*}
c_{\varphi}^{(0)}\left(C_{\chi}\right)=\sum_{\beta} c_{\varphi^{\beta, 1}}^{(0)}\left(C_{\chi_{1}}\right) \cdots c_{\varphi^{\beta, r}}^{(0)}\left(C_{\chi_{r}}\right) \tag{3.89}
\end{equation*}
$$

In particular, there must be one of the fields $F_{i}$ that has a place $\sigma \in S_{1}$. For this index $i$, the constant term $c_{\varphi^{\beta, i}}^{(0)}\left(C_{\chi_{i}}\right)$ is zero for any $\beta$. Hence (3.89) vanishes.
3.6. Generating series of intersection numbers. Let $(V, Q)$ be a quadratic space of even dimension $2 d$ over $\mathbb{Q}$. Let $L$ be an even integral lattice and $\varphi_{f}=\mathbf{1}_{\widehat{L}} \in \mathcal{S}\left(V_{\widehat{\mathbb{Q}}}\right)$ its characteristic function. We describe the geometric features of the Kudla-Millson form, that allows us to have a nice geometric interpretation of Kudla-Millson lift $\Theta_{\varphi}(\tau, C)$ defined in (3.36).
3.6.1. Any vector $v$ in $V$ with $Q(v, v)>0$ defines a submanifold of codimension $q$

$$
\begin{equation*}
\mathscr{D}_{v}^{+}:=\left\{z \in \mathscr{D}^{+} \mid z \subset v^{\perp}\right\} . \tag{3.90}
\end{equation*}
$$

For every $I$ in the group $\mathscr{C}$ of double cosets

$$
\begin{equation*}
\mathscr{C}=\mathrm{SO}_{V}(\mathbb{Q})^{+} \backslash \mathrm{SO}_{V}(\widehat{\mathbb{Q}}) / K_{f} \tag{3.91}
\end{equation*}
$$

let $\Gamma_{I, v}$ be the stabilizer of $v$ in $\Gamma_{I}$. We denote by $C_{v}\left(h_{I}\right)$ the image of the composition

$$
\begin{equation*}
\Gamma_{I, v} \backslash \mathscr{D}_{v}^{+} \longleftrightarrow \Gamma_{I, v} \backslash \mathscr{D}^{+} \longrightarrow \Gamma_{I} \backslash \mathscr{D}^{+}=: Y_{I} . \tag{3.92}
\end{equation*}
$$

Note that $C_{v}\left(h_{I}\right)$ only depends on the orbit of $\Gamma_{I} v$. For a positive number $n \in \mathbb{Q}$, we define the weighted cycles

$$
\begin{equation*}
C_{n}\left(\varphi_{f}, h_{I}\right):=\sum_{\substack{v \in \Gamma_{I} \backslash V \\ Q(v, v)=2 n}} \varphi_{f}\left(h_{I}^{-1} v\right) C_{v}\left(h_{I}\right) \in \mathscr{Z}_{p q-q}\left(Y_{I}, \partial Y_{I}, \mathbb{Z}\right) \tag{3.93}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{n}(\varphi):=\sum_{I \in \mathscr{C}} C_{n}\left(\varphi_{f}, h_{I}\right) \in \mathscr{E}_{p q-q}(Y, \partial Y, \mathbb{Z}) \tag{3.94}
\end{equation*}
$$

Note that since $L$ is assumed to be integral, the cycle $C_{n}(\varphi)$ is only nonzero for $n \in \mathbb{N}_{>0}$.
3.6.2. Let us go back to the Kudla-Millson form introduced in 3.3 and described its geometric features. Recall that the Kudla-Millson

$$
\begin{equation*}
\varphi_{\mathrm{KM}} \in \Omega^{q}\left(\mathscr{D}^{+}, \mathcal{S}\left(V_{\mathbb{R}}\right)\right)^{\mathrm{SO}_{V}(\mathbb{R})^{+}} \simeq\left[\Omega^{q}\left(\mathscr{D}^{+}\right) \otimes \mathcal{S}\left(V_{\mathbb{R}}\right)\right]^{\mathrm{SO}_{V}(\mathbb{R})^{+}} \tag{3.95}
\end{equation*}
$$

is a closed and $\mathrm{SO}_{V}(\mathbb{R})^{+}$-invariant on $\mathscr{D}^{+}$. In particular, if $\Gamma=\Gamma_{I}$ (for some $I \in \mathscr{C}$ ) is a congruence subgroup of $\mathrm{SO}_{V}(\mathbb{Q})^{+}$, then the form $\varphi_{\mathrm{KM}}$ is $\Gamma_{v}$-invariant, where $\Gamma_{v}$ is in the stabilizer of $v$ in $\Gamma$. Hence, it descends to a form on $\Gamma_{v} \backslash \mathscr{D}^{+}$.

The main geometric feature of the Kudla-Millson form is the following Thom form property. Let $v$ be a positive vector. For any compactly supported form $\omega \in \Omega_{c}^{p q-q}\left(\Gamma_{v} \backslash \mathscr{D}^{+}\right)$of complementary degree we have

$$
\begin{equation*}
\int_{\Gamma_{v} \backslash \mathscr{D}^{+}} \varphi_{\mathrm{KM}}(v) \wedge \omega=e^{-\pi Q(v, v)} \int_{\Gamma_{v} \backslash \mathscr{D}_{v}^{+}} \omega . \tag{3.96}
\end{equation*}
$$

In other words, the form

$$
\begin{equation*}
\varphi^{0}(v):=e^{\pi Q(v, v)} \varphi_{\mathrm{KM}}(v) \tag{3.97}
\end{equation*}
$$

is a Poincaré dual to $\Gamma_{v} \backslash \mathscr{D}_{v}^{+}$in $\Gamma_{v} \backslash \mathscr{D}^{+}$.
3.6.3. Note that for $g_{\tau}=\left(\begin{array}{cc}\sqrt{y} & \frac{x}{\sqrt{y}} \\ 0 & \frac{1}{\sqrt{y}}\end{array}\right)$ we have

$$
\begin{equation*}
\left(\omega\left(g_{\tau}\right) \varphi_{\mathrm{KM}}\right)(\tau)=y^{\frac{p+q}{2}} \varphi_{\mathrm{KM}}(\sqrt{y} v) e^{i \pi x Q(v, v)}=y^{\frac{p+q}{2}} \varphi^{0}(\sqrt{y} v) e^{i \pi \tau Q(v, v)} \tag{3.98}
\end{equation*}
$$

We can rewrite the theta series (3.33) as

$$
\begin{equation*}
\Theta_{\varphi}(\tau)=y^{-\frac{p+q}{2}} \sum_{v \in V}\left(\omega\left(g_{\tau}\right) \varphi\right)(v)=\sum_{n=0}^{\infty} \Theta_{\varphi}^{(n)}(\tau) q^{n} \tag{3.99}
\end{equation*}
$$

by grouping the vectors of same length, where

$$
\begin{equation*}
\Theta_{\varphi}^{(n)}(\tau):=\sum_{\substack{v \in V \\ Q(v, v)=2 n}} \varphi_{0}(\sqrt{y} v) \varphi_{f}(v)=\sum_{\substack{v \in L \\ Q(v, v)=2 n}} \varphi_{0}(\sqrt{y} v) \tag{3.100}
\end{equation*}
$$

The form $\Theta_{\varphi}^{(n)}(\tau)$ is closed, and for positive $n$ it represents a Poincaré dual of the special cycle $C_{n}(\varphi)$ in $H^{q}(Y, \mathbb{C})$. When $V$ is anisotropic, the constant term is $\varphi_{0}(0) \varphi_{f}(0)$ where $\varphi_{0}(0)$ represents the Euler class of the tautological bundle over $\mathscr{D}^{+}$.

By the work of Kudla and Millson, if $C$ is a class in $H_{q}(Y, \mathbb{Z})$ then the period

$$
\begin{equation*}
\Theta_{\varphi}(\tau, C)=\int_{C} \Theta_{\varphi}(\tau) \tag{3.101}
\end{equation*}
$$

is a modular form of weight $d=\frac{p+q}{2}$ of level $\Gamma_{0}(N)$. Since $\Theta_{\varphi}^{(n)}(\tau)$ is a Poincaré dual to $C_{n}(\varphi)$, we get that

$$
\begin{equation*}
\int_{C} \Theta_{\varphi}(\tau)=c_{\varphi}^{0}(C)+\sum_{n=1}^{\infty} \int_{C} \Theta_{\varphi}^{(n)}(\tau) q^{n}=c_{\varphi}^{0}(C)+\sum_{n=1}^{\infty}\left\langle C, C_{n}(\varphi)\right\rangle q^{n} \tag{3.102}
\end{equation*}
$$

When the cycles $C$ and $C_{n}(\varphi)$ intersect transversely, then $\left\langle C, C_{n}(\varphi)\right\rangle$ is the signed intersection number
3.6.4. Let $E=E_{1} \times \cdots \times E_{r}$ with fixed subalgebra $F=F_{1} \times \cdots \times F_{r}$. So the torus is a product $\mathrm{T}(\mathbb{Q})=\mathrm{T}_{1}(\mathbb{Q}) \times \cdots \times \mathrm{T}_{r}(\mathbb{Q})$ where $\mathrm{T}_{i}(\mathbb{Q}) \simeq E_{i}^{1}$. Let $\chi=\chi_{1} \times \cdots \times \chi_{r}$ where $\chi_{i}: \mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A}) \longrightarrow$ $\mathbb{C}^{\times}$. The Schwartz function splits as $\varphi_{f}=\sum_{\beta} \varphi_{f}^{\beta, 1} \otimes \cdots \otimes \varphi_{f}^{\beta, r} \in \mathcal{S}\left(\widehat{E}_{1}\right) \otimes \cdots \otimes \mathcal{S}\left(\widehat{E}_{r}\right)$, as in Proposition 3.2.

Theorem 3.5. We have

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left\langle C_{\chi}, C_{n}(\varphi)\right\rangle q^{n}=\sum_{\beta} \Theta_{\varphi^{\beta, 1}}\left(\tau^{\Delta}, \chi_{1}\right) \cdots \Theta_{\varphi^{\beta, r}}\left(\tau^{\Delta}, \chi_{r}\right) \tag{3.103}
\end{equation*}
$$

Proof. It follows from combining (3.102) with Proposition 3.2.
Remark 3.4. In fact, one can show that that when $F$ is a field, the cycles $C_{\chi}$ and $C_{n}(\varphi)$ intersect transversely.

## 4. Example of biquadratic fields

We consider the setting of a split quadratic space of signature $(2,2)$. The setting is similar to [Bra23a], but we consider the integral over a product of compact geodesics instead of the the product of a compact geodesic with $\gamma_{\infty}$.
4.0.1. Consider the quadratic space $(V, Q)=\left(\operatorname{Mat}_{2}(\mathbb{Q}), 2\right.$ det $)$ with the quadratic form

$$
\begin{equation*}
2 \operatorname{det}(x)=\operatorname{Tr}\left(x x^{*}\right) \tag{4.1}
\end{equation*}
$$

where the involution is

$$
\left(\begin{array}{ll}
a & b  \tag{4.2}\\
c & d
\end{array}\right)^{*}=\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right)=S^{T}\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{T} S
$$

with $S=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ and $A^{T}$ is the transpose of $A$. In particular, we have $(x y)^{*}=y^{*} x^{*}$. As a bilinear form, the quadratic form is

$$
\begin{equation*}
Q(x, y)=\operatorname{Tr}\left(x y^{*}\right)=\operatorname{Tr}\left(x^{*} y\right) \tag{4.3}
\end{equation*}
$$

where $\operatorname{Tr}$ is the matrix trace. The spin group $\operatorname{GSpin}_{V}(\mathbb{Q})$ is isomorphic to

$$
\begin{equation*}
\operatorname{GSpin}_{V}(\mathbb{Q}) \simeq \mathrm{GL}_{2}(\mathbb{Q}) \times_{\operatorname{det}} \mathrm{GL}_{2}(\mathbb{Q}) \tag{4.4}
\end{equation*}
$$

and consists of matrices $\left(g_{1}, g_{2}\right)$ with $\operatorname{det}\left(g_{1}\right)=\operatorname{det}\left(g_{2}\right)$. It acts on Mat ${ }_{2}(\mathbb{Q})$ by $\rho\left(g_{1}, g_{2}\right) y=g_{1} y g_{2}^{-1}$ and preserves the quadratic form det. The action of $\operatorname{GSpin}_{V}(\mathbb{Q})$ on $V$ induces a short exact sequence

$$
\begin{equation*}
1 \longrightarrow \mathbb{Q}^{\times} \longrightarrow \operatorname{GSpin}_{V}(\mathbb{Q}) \xrightarrow{\rho} \mathrm{SO}_{V}(\mathbb{Q}) \longrightarrow 1 \tag{4.5}
\end{equation*}
$$

where $\mathbb{Q}^{\times}$is the center of $\operatorname{GSpin}_{V}(\mathbb{Q})$. We have

$$
\begin{equation*}
\mathrm{SO}_{V}(\mathbb{Q}) \simeq \operatorname{GSpin}_{V}(\mathbb{Q}) / \mathbb{Q}^{\times} \tag{4.6}
\end{equation*}
$$

The connected component $\operatorname{GSpin}_{V}(\mathbb{R})^{+}=\mathrm{GL}_{2}(\mathbb{R})^{+} \times_{\text {det }} \mathrm{GL}_{2}(\mathbb{R})^{+}$consists of pairs of matrices with (same) positive determinant. It acts transitively on $\mathscr{H} \times \mathscr{H}$ by Möbius transformations in both factors. Let $\widetilde{K}_{\infty} \subset \operatorname{GSpin}_{V}(\mathbb{R})^{+}$be the stabilizer of a point in $\mathscr{H} \times \mathscr{H}$, so that $\mathscr{H} \times$ $\mathscr{H} \simeq \operatorname{GSpin}_{V}(\mathbb{R})^{+} / \widetilde{K}_{\infty}$. The stabilizer of $(i, i)$ is $\mathbb{R}_{>0}(\mathrm{SO}(2) \times \mathrm{SO}(2))$. We can extend the Weil representation from the pair $\mathrm{SO}_{V}\left(\mathbb{Q}_{v}\right) \times \mathrm{SL}_{2}\left(\mathbb{Q}_{v}\right)$ to the pair $\mathrm{GSpin}_{V}\left(\mathbb{Q}_{v}\right) \times \mathrm{SL}_{2}\left(\mathbb{Q}_{v}\right)$ by

$$
\begin{equation*}
\omega(\tilde{g}, h) \varphi(x)=\omega(1, h) \varphi\left(\rho(\tilde{g})^{-1} x\right) \tag{4.7}
\end{equation*}
$$

where $\varphi \in \mathcal{S}\left(\operatorname{Mat}_{2}\left(\mathbb{Q}_{p}\right)\right)$ is a Schwartz-Bruhat function.
4.1. Locally symmetric space. For the locally symmetric spaces and the special cycles in this setting, we refer to [Bra23a] for more details. Let $M_{0}(p) \subset \operatorname{Mat}_{2}(\mathbb{Q})$ be the lattice

$$
M_{0}(p):=\left\{\left(\begin{array}{ll}
a & b  \tag{4.8}\\
c & d
\end{array}\right) \in \operatorname{Mat}_{2}(\mathbb{Z})|p| c,(a, p)=1, a d-b c>0\right\}
$$

and

$$
\widehat{M}_{0}(p):=\left\{\left.\left(\begin{array}{ll}
a & b  \tag{4.9}\\
c & d
\end{array}\right) \in \operatorname{Mat}_{2}(\widehat{\mathbb{Z}}) \right\rvert\, a_{p} \in \mathbb{Z}_{p}^{\times}, c_{p} \in p \mathbb{Z}_{p}\right\}
$$

that satisfies $\operatorname{Mat}_{2}(\mathbb{Q})^{+} \cap \widehat{M}_{0}(p)=M_{0}(p)$. Let $\varphi_{f} \in \mathcal{S}\left(\operatorname{Mat}_{2}(\widehat{\mathbb{Z}})\right)$ be the characteristic function of $\widehat{M}_{0}(p)$. It is preserved by the open compact $\widetilde{K}_{0}(p)$, where $\widetilde{K}_{0}(p):=K_{0}(p) \times$ det $K_{0}(p)$ is an open compact in $\operatorname{GSpin}_{V}(\widehat{\mathbb{Z}})$ and

$$
K_{0}(p)=\left\{\left.\left(\begin{array}{ll}
a & b  \tag{4.10}\\
c & d
\end{array}\right) \in \mathrm{GL}_{2}(\widehat{\mathbb{Z}}) \right\rvert\, \in p \mathbb{Z}\right\}
$$

We set $\widetilde{K}:=\widetilde{K}_{\infty} \widetilde{K}_{0}(p)$ and we have

$$
Y=\operatorname{GSpin}_{V}(\mathbb{Q}) \backslash \operatorname{GSpin}_{V}(\mathbb{A}) / \widetilde{K} \simeq Y_{0}(p) \times Y_{0}(p)
$$

by the strong approximation $\mathrm{GL}_{2}(\widehat{\mathbb{Q}})=\mathrm{GL}_{2}(\mathbb{Q})^{+} K_{0}(p)$.
4.1.1. For a vector $M$ in $\operatorname{Mat}_{2}(\mathbb{R})$ with positive determinant, the submanifold $\mathscr{D}_{M}^{+}$in $\mathscr{D}^{+}$is the image of the map

$$
\begin{align*}
\mathscr{H} & \longleftrightarrow \mathscr{H} \times \mathscr{H} \\
z & \longmapsto(M z, z) . \tag{4.11}
\end{align*}
$$

The special cycles $C_{M}$ is the image of the immersion

$$
\begin{equation*}
\Gamma_{M} \backslash \mathscr{H} \longrightarrow Y_{0}(p) \times Y_{0}(p) \tag{4.12}
\end{equation*}
$$

where $\Gamma_{M}:=\Gamma_{0}(p) \cap M^{-1} \Gamma_{0}(p) M$. Hence, the special cycles

$$
\begin{equation*}
C_{n}(\varphi)=\sum_{\substack{M \in \Gamma_{0}(p) \backslash M_{0}(p) / \Gamma_{0}(p) \\ \operatorname{det}(M)=n}} C_{M} \tag{4.13}
\end{equation*}
$$

are correspondences in $Y_{0}(p) \times Y_{0}(p)$.
4.2. Maximal torus in $\operatorname{GSpin}_{V}$. Let $L=\mathbb{Q}(\sqrt{D})$ be a real quadratic field of fundamental discriminant $D$ and suppose that $p$ is split in $L$. Let $\mathcal{O}_{L}$ be the ring of integers. Let us fix an integer $r \in \mathbb{Z}$ such that $r^{2} \equiv D(\bmod 4 p)$. A form $[a, b, c]=a x^{2}+b x y+c y^{2}$ of squarefree discriminant $D$ is called a Heegner form at $p$ if it satisfies $a \equiv 0(\bmod p)$ and $b \equiv r(\bmod p)$. Let $(u, v)$ be a positive fundamental solution to the Pell equation $u^{2}-D v^{2}=1$. To every primitive Heegner form $[a, b, c]$ at $p$ of discriminant $D=b^{2}-4 a c$ we can associate the matrix

$$
\left(\begin{array}{cc}
u-b v & -2 c v  \tag{4.14}\\
2 a v & u+b v
\end{array}\right) \in \Gamma_{0}(p) .
$$

It is a generator of the (free part of) the orthogonal group of the quadratic form $[a, b, c]$. Its two eigenvalues are $\epsilon_{L}=u+\sqrt{D} v$ and $\epsilon_{L}^{-1}=u-\sqrt{D} v$, where $\epsilon_{L}$ is a fundamental unit in $\mathcal{O}_{L}^{\times}$. The eigenvectors are

$$
\begin{equation*}
\binom{-b+\sqrt{D}}{2 a}, \quad\binom{-b-\sqrt{D}}{2 a} \tag{4.15}
\end{equation*}
$$

The embedding $\phi: L \longleftrightarrow \operatorname{Mat}_{2}(\mathbb{Q})$ given by

$$
\phi(\sqrt{D})=\left(\begin{array}{cc}
-b & -2 c  \tag{4.16}\\
2 a & b
\end{array}\right) \in \Gamma_{0}(p)
$$

is optimal in the sense that $\phi\left(L^{\times}\right) \cap \Gamma_{0}(p)=\mathcal{O}_{L}^{\times}$.
4.2.1. Instead of taking a maximal algebraic $\mathbb{Q}$-torus T in $\mathrm{SO}_{V}$, let us start with a maximal $\mathbb{Q}$ torus $\widetilde{\mathrm{T}}$ in $\mathrm{GSpin}_{V}$. The image $\mathrm{T}(\mathbb{Q})=\rho(\widetilde{\mathrm{T}}(\mathbb{Q}))$ in $\operatorname{SO}_{V}(\mathbb{Q})$ is a maximal $\mathbb{Q}$-torus and we have an exact sequence

$$
\begin{equation*}
1 \longrightarrow \mathbb{Q}^{\times} \longrightarrow \widetilde{\mathrm{T}}(\mathbb{Q}) \xrightarrow{\rho} \mathrm{T}(\mathbb{Q}) \longrightarrow 1 \tag{4.17}
\end{equation*}
$$

Let $L_{1}$ and $L_{2}$ be two real quadratic fields with distinct discriminants $D_{1}$ and $D_{2}$. Suppose that $p$ is split in both fields. Let $\left[N_{1}, r_{1}, 1\right]$ and $\left[N_{2}, r_{2}, 1\right]$ be the two principal ${ }^{2}$ Heegner forms where $N_{i}:=\frac{r_{i}^{2}-D_{i}}{4}$. Let $\phi_{i}: L_{i} \longleftrightarrow \operatorname{Mat}_{2}(\mathbb{Q})$ be the two associated optimal embeddings, given by

$$
\phi_{i}(\sqrt{D})=\left(\begin{array}{cc}
-r_{i} & -2  \tag{4.18}\\
2 N_{i} & r_{i}
\end{array}\right) \in \Gamma_{0}(p)
$$

Combining these two embeddings gives an embedding

$$
\begin{equation*}
\phi_{1} \times \phi_{2}: L_{1}^{\times} \times_{\mathrm{N}} L_{2}^{\times} \longleftrightarrow \operatorname{GSpin}_{V}(\mathbb{Q}) \tag{4.19}
\end{equation*}
$$

and let $\widetilde{T}(\mathbb{Q}) \simeq L_{1}^{\times} \times_{N} L_{2}^{\times}$be the image of this embedding. The product $L_{1}^{\times} \times_{N} L_{2}^{\times}$consists of elements $\left(\lambda_{1}, \lambda_{2}\right)$ in $L_{1} \times L_{2}$ with the same nonzero norm. We have $T(\mathbb{Q}) \simeq L_{1}^{\times} \times_{\mathrm{N}} L_{2}^{\times} / \mathbb{Q}^{\times}$.

[^2]4.2.2. We want to find the étale algebra $E$ associated to $\widetilde{\mathrm{T}}$. It is the centralizer of $\widetilde{\mathrm{T}}$ in $\operatorname{End}(V)=$ $\operatorname{End}\left(\operatorname{Mat}_{2}(\mathbb{Q})\right)$.

Lemma 4.1. The map

$$
\begin{align*}
\operatorname{Mat}_{2}(\mathbb{Q}) \otimes_{\mathbb{Q}} \operatorname{Mat}_{2}(\mathbb{Q}) & \longrightarrow \operatorname{End}_{\mathbb{Q}}\left(\operatorname{Mat}_{2}(\mathbb{Q})\right) \\
a \otimes b & \longmapsto(a \otimes b) x:=a x b^{*} \tag{4.20}
\end{align*}
$$

is an isomorphism of $\mathbb{Q}$-algebras, where the involution $b^{*}$ is as in (4.2).
Proof. The map is a homomorphism of $\mathbb{Q}$-algebras. Since they both have dimension 16 , it is enough to show surjectivity. Let $E_{i j}$ be the standard basis of $\operatorname{Mat}_{2}(\mathbb{Q})$, that sends the basis vector $e_{a}$ in $\mathbb{Q}^{2}$ to $\delta_{j=a} e_{i}$. A basis of $\operatorname{End}_{\mathbb{Q}}\left(\operatorname{Mat}_{2}(\mathbb{Q})\right)$ is $\mathscr{L}_{i j}^{k l}$, given by $\mathscr{E}_{i j}^{k l}\left(E_{a b}\right)=\delta_{a=i} \delta_{b=j} E_{k l}$. We have that $E_{k l} E_{i j}=\delta_{l=i} E_{k j}$. Hence, the element $E_{k l} \otimes E_{i j}^{*}$ acts by

$$
\begin{equation*}
\left(E_{k i} \otimes E_{j l}^{*}\right) E_{a b}=E_{k i} E_{a b} E_{j l}=\delta_{a=i} E_{k b} E_{j l}=\delta_{a=i} \delta_{b=j} E_{k l} \tag{4.21}
\end{equation*}
$$

Hence $E_{k l} \otimes E_{i j}^{*}$ is sent to $\mathscr{E}_{i j}^{k l}$, and the map is surjective.
We can then map $\operatorname{GSpin}_{V}(\mathbb{Q})$ in $\operatorname{End}_{\mathbb{Q}}\left(\operatorname{Mat}_{2}(\mathbb{Q})\right)$ by sending $\left(g_{1}, g_{2}\right)$ to $\operatorname{det}\left(g_{2}\right) g_{1} \otimes g_{2}$. The map is compatible with the actions of $\operatorname{GSpin}_{V}(\mathbb{Q})$ and $\operatorname{End}_{\mathbb{Q}}(V)$ on $V$

Proposition 4.2. The étale algebra is $E \simeq \mathbb{Q}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)$ and the involution is

$$
\epsilon\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)=\left(-\sqrt{D_{1}},-\sqrt{D_{2}}\right)
$$

The fixed subalgebra $F$ is the totally real field $\mathbb{Q}\left(\sqrt{D_{1} D_{2}}\right)$.
Proof. Let $\operatorname{End}_{\mathbb{Q}}\left(\operatorname{Mat}_{2}(\mathbb{Q})\right)$ be the endomorphism ring of $\operatorname{Mat}_{2}(\mathbb{Q})$. Let $\epsilon_{Q}$ be the involution on $\operatorname{Mat}_{2}(\mathbb{Q}) \otimes \operatorname{Mat}_{2}(\mathbb{Q})$ defined by

$$
\begin{equation*}
Q((a \otimes b) x, y)=Q\left(x, \epsilon_{Q}(a \otimes b) y\right) \tag{4.22}
\end{equation*}
$$

Since $Q(x, y)=\operatorname{Tr}\left(x y^{*}\right)=\operatorname{Tr}\left(x^{*} y\right)$, we have $Q(x b, y)=Q\left(x, y b^{*}\right)$ and $Q(a x, y)=Q\left(x, a^{*} y\right)$. Hence, the involution is given by $\epsilon_{Q}(a \otimes b)=a^{*} \otimes b^{*}$. The image of $\widetilde{T}(\mathbb{Q})$ in $\operatorname{End}_{\mathbb{Q}}\left(\operatorname{Mat}_{2}(\mathbb{Q})\right) \simeq$ $\operatorname{Mat}_{2}(\mathbb{Q}) \otimes_{\mathbb{Q}} \operatorname{Mat}_{2}(\mathbb{Q})$ is

$$
\begin{equation*}
J=\left\{\mathrm{N}\left(x_{2}\right) x_{1} \otimes x_{2} \in \operatorname{Mat}_{2}(\mathbb{Q}) \otimes_{\mathbb{Q}} \operatorname{Mat}_{2}(\mathbb{Q}) \mid\left(x_{1}, x_{2}\right) \in L_{1}^{\times} \times_{\mathrm{N}} L_{2}^{\times}\right\} \tag{4.23}
\end{equation*}
$$

The étale algebra of endomorphisms commuting with $J$ is $E=L_{1} \otimes L_{2}$. Note that when restricted to $L_{i}$ the involution $x^{*}$ acts like the Galois involution $x \mapsto x^{\prime}$, i.e. we have $\phi\left(x^{\prime}\right)=\phi(x)^{*}$. Hence, the involution $\epsilon_{Q}$ restricted to $E$ is $\epsilon_{Q}\left(x_{1} \otimes x_{2}\right)=x_{1}^{\prime} \otimes x_{2}^{\prime}$ where $x_{i}^{\prime}$ is the Galois conjugate of $x_{i}$. It follows that the étale algebra is $E \simeq \mathbb{Q}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)$ with the involution sending $\sqrt{D_{i}}$ to $-\sqrt{D_{i}}$.
4.2.3. The identity matrix $x_{0}=1_{2}$ is an $L_{1} \otimes L_{2}$ module generator of $\operatorname{Mat}_{2}(\mathbb{Q})$. Hence, we have an isomorphism of vector spaces,

$$
\begin{align*}
E=L_{1} \otimes L_{2} & \longrightarrow \operatorname{Mat}_{2}(\mathbb{Q}) \\
\lambda_{1} \otimes \lambda_{2} & \longmapsto \phi_{1}\left(\lambda_{1}\right) \phi_{2}\left(\lambda_{2}\right)^{*} \tag{4.24}
\end{align*}
$$

Thus, there exists an $\alpha \in F^{\times}$such that $\left(E, Q_{\alpha}\right) \simeq\left(\operatorname{Mat}_{2}(\mathbb{Q})\right.$, det $)$. At the level of the torus, we have

$$
\begin{equation*}
\mathbb{Q}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)^{1} \simeq \mathrm{~T}(\mathbb{Q}) \simeq \rho\left(L_{1}^{\times} \times_{\mathrm{N}} L_{2}^{\times}\right) \tag{4.25}
\end{equation*}
$$

4.2.4. Over $\mathbb{R}$ the embedding (4.19)becomes

$$
\begin{equation*}
\phi_{1} \times \phi_{2}:\left(L_{1} \otimes \mathbb{R}\right)^{\times} \times_{\mathrm{N}}\left(L_{2} \otimes \mathbb{R}\right)^{\times} \longleftrightarrow \operatorname{GSpin}_{V}(\mathbb{R}) \tag{4.26}
\end{equation*}
$$

The embeddings can be diagonalized over $\mathbb{R}$ as $\phi_{i}(\lambda)=B_{i}\left(\begin{array}{cc}\lambda_{\sigma} & 0 \\ 0 & \lambda_{\sigma}^{\prime}\end{array}\right) B_{i}^{-1}$ where $\lambda_{\sigma}=\sigma(\lambda) \in \mathbb{R}$ for an embedding $\sigma$, where $\lambda^{\prime}$ is the Galois conjugate of $\lambda$ and

$$
B_{i}=\left(\begin{array}{cc}
-r_{i}+\sqrt{D_{i}} & -r_{i}-\sqrt{D_{i}}  \tag{4.27}\\
2 N_{i} & 2 N_{i}
\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{R})^{+} .
$$

(If $N_{i}<0$ then we exchange the two columns to have positive determinant.) Let us fix the point $\left(z_{1}, z_{2}\right):=\left(B_{1} i, B_{2} i\right)$. Its stabilizer in $\operatorname{GSpin}_{V}(\mathbb{R})^{+}$is $\widetilde{K}_{\infty}\left(z_{1}, z_{2}\right)=\left(B_{1}, B_{2}\right) \mathbb{R}_{>0}(\mathrm{SO}(2) \times$ $\mathrm{SO}(2))\left(B_{1}^{-1}, B_{2}^{-1}\right)$. Over $\mathbb{R}$, the torus can be diagonalized as

$$
\begin{equation*}
\widetilde{\mathrm{T}}(\mathbb{R})=\left(B_{1}, B_{2}\right) \widetilde{\mathrm{T}}_{0}(\mathbb{R})\left(B_{1}^{-1}, B_{2}^{-1}\right) \tag{4.28}
\end{equation*}
$$

where $\widetilde{T}_{0}(\mathbb{R}) \simeq\left(\mathbb{R}^{\times}\right)^{2} \times_{N}\left(\mathbb{R}^{\times}\right)^{2}$ are pairs of diagonal matrices with same determinant. The preimage $\widetilde{K}_{T, \infty}=\left(\phi_{1} \times \phi_{2}\right)^{-1}\left(\widetilde{K}_{\infty}\right)$ of $\widetilde{K}_{\infty}$ by $\phi_{1} \times \phi_{2}$ (tensored with $\left.\mathbb{R}\right)$ is $\mathbb{R}_{>0}( \pm 1, \pm 1)$. Hence

$$
\begin{equation*}
\mathscr{D}_{T}^{+} \simeq \widetilde{\mathrm{T}}(\mathbb{R})^{+} / \widetilde{K}_{\mathrm{T}, \infty} \simeq \mathbb{R}_{>0}^{2} \tag{4.29}
\end{equation*}
$$

At the level of the locally symmetric spaces, the embedding is

$$
\begin{align*}
&\left(\phi_{1} \times \phi_{2}\right):\left(\epsilon_{L_{1}}^{\mathbb{Z}} \times \epsilon_{L_{2}}^{\mathbb{Z}}\right) \backslash \mathbb{R}_{>0}^{2} \\
&\left(\epsilon_{L_{1}}^{\mathbb{Z}} \times \epsilon_{L_{2}}^{\mathbb{Z}}\right)\left(t_{1}, t_{2}\right) \longmapsto\left(Y_{0}(p) \times Y_{0}(p) \times \Gamma_{0}(p)\right)\left(B_{1}, B_{2}\right)\left(t_{1} i, t_{2} i\right) . \tag{4.30}
\end{align*}
$$

As $t_{1}$ and $t_{2}$ range over $\mathbb{R}$, the image of $\left(t_{1} i, t_{2} i\right)$ is $\gamma_{\infty} \times \gamma_{\infty}$ and we get the following.

Proposition 4.3. The image of (4.30) is $\gamma_{\sigma_{1}} \times \gamma_{\sigma_{2}}$, where $\gamma_{\sigma_{i}}$ be the geodesic joining $\frac{-r_{i}-\sqrt{D_{i}}}{2 N_{i}}$ to $\frac{-r_{i}+\sqrt{D_{i}}}{2 N_{i}}$.

As in [Bra23a], we use that $\left\langle C_{T}, C_{n}(\varphi)\right\rangle=\left\langle\gamma_{O_{1}}, T_{n} \gamma_{O_{2}}\right\rangle$ to deduce that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left\langle\gamma_{O_{1}}, T_{n} \gamma_{O_{2}}\right\rangle q^{n} \tag{4.31}
\end{equation*}
$$

is a diagonal restriction of a Hilbert modular form for $\mathrm{SL}_{2}\left(\mathbb{Q}\left(\sqrt{D_{1} D_{2}}\right)\right)$.
Remark 4.1. 1. The space $\left(\epsilon_{L_{1}}^{\mathbb{Z}} \times \epsilon_{L_{2}}^{\mathbb{Z}}\right) \backslash \mathbb{R}_{>0}^{2}$ on the left handside of (4.30) is just one of the connected components of the adelic space $Y_{T}$. The geodesic $\gamma_{\sigma_{i}}$ is the geodesic attached to the identity in the narrow class group $\mathscr{C}_{D_{i}}^{+}$. In general, the cycle $C_{\chi}$ should be a linear combinations of product of geodesics $\gamma_{I} \times \gamma_{I}^{\prime}$ attached to a class in the class group of the torus $E^{1}=\mathbb{Q}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)^{1}$, and weighted by $\chi$. However, this class group is not the product of the narrow class groups $\mathscr{C}_{D_{i}}^{+}$.
2. One could also consider the case where $E$ is a quartic field that is not a biquadratic field. For example if $E$ has two real and one complex place, then the quadratic space is of signature $(3,1)$ and the space $Y$ is a Bianchi modular surface attached to a quadratic field $K$. The image of $E_{\infty}^{1}$ is a geodesic that should come from a quadratic extension of $K$. It would be interesting to compute explicitely this extension, associated to the initial extension $E / F$.
3. A similar generating series of intersection numbers on a compact shimura curve have been considered by Rickards [Ric22]. It should also follow from the seesaw argument that it is the diagonal restriction of a Hilbert modular form.

## 5. Spans of diagonal Restrictions and toric cycles

Let $(V, Q)$ be a rational quadratic space of even dimension and signature $(p, q)$ with $p \geq q>0$. Let $\varphi=\mathbf{1}_{\widehat{L}}$ be the characteristic function of a lattice $\widehat{L} \subset V_{\widehat{\mathbb{Q}}}$, such that $L=\widehat{L} \cap V$ is even and of level 1 (unimodular). By Poincaré duality, the pairing

$$
\begin{equation*}
\langle-,-\rangle_{Y}: H_{q}(Y, \mathbb{C}) \times H^{q}(Y, \mathbb{C}) \longrightarrow \mathbb{C} \tag{5.1}
\end{equation*}
$$

is non-degenerate. For a subspace $V \subset H^{q}(Y, \mathbb{C})$ let $V^{\perp} \subset H_{q}(Y, \mathbb{C})$ denote the orthogonal complement with respect to the pairing. If we suppose that $q$ is odd, then the Kudla-Millson lift is in fact a lift

$$
\begin{equation*}
\Theta=\Theta_{\varphi}: H_{q}(Y, \mathbb{C}) \longrightarrow S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \tag{5.2}
\end{equation*}
$$

into the space of cusp forms of weight $d=\frac{p+q}{2}$; see [KM90, Theorem. 2]. On the other hand, the Kudla-Millson lift has an adjoint

$$
\begin{equation*}
\bar{\Theta}: S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \longrightarrow H^{q}(Y, \mathbb{C}) \tag{5.3}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\bar{\Theta}(f)=\int_{\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathscr{H}} \overline{\Theta_{\varphi}(\tau)} f(\tau) \frac{d x d y}{y^{2-d}} \tag{5.4}
\end{equation*}
$$

It satisfies

$$
\begin{equation*}
\langle\Theta(C), f\rangle_{\text {pet }}=\langle C, \bar{\Theta}(f)\rangle_{Y} \tag{5.5}
\end{equation*}
$$

where the pairing on the left

$$
\begin{equation*}
\langle-,-\rangle_{\mathrm{pet}}: S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \times S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \longrightarrow \mathbb{C} \tag{5.6}
\end{equation*}
$$

is the Peterson inner product.

Proposition 5.1. Let $V$ be a quadratic space of dimension $p+q>4$, where $p \geq q>0$ and $q$ is odd. Then the lift $\bar{\Theta}$ is injective and the lift $\Theta$ is surjective.

Proof. We have $p+q>4=\max (4,3+r)$ where $r$ is the Witt index. Moreover, we assumed that $L$ is an even unimodular lattice. Hence, the injectivity of $\bar{\Theta}$ is the content of Corollary 1.2 of [BF10]. Suppose that $f \in S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)$ is a nonzero cusp form that is not contained in the image of $\Theta$. Without loss of generality we can assume that $f$ is orthogonal to $\operatorname{Im}(\Theta)$ with respect to the Peterson inner product, otherwise we replace $f$ by $f-\operatorname{proj}(f)$ where $\operatorname{proj}(f)$ is the orthogonal projection of $f$ onto $\operatorname{Im}(\Theta)$ with respect to the Peterson inner product. Hence, for every $C \in H_{q}(Y, \mathbb{C})$ we have

$$
\begin{equation*}
0=\langle\Theta(C), f\rangle_{\text {pet }}=\langle C, \bar{\Theta}(f)\rangle_{Y} \tag{5.7}
\end{equation*}
$$

Since the pairing is non-degenerate, this implies that $\bar{\Theta}(f)=0$. By the injectivity of $\bar{\Theta}$ it follows that $f=0$, and that $\Theta$ is surjective. Note that we have $\operatorname{Im}(\Theta)=\operatorname{ker}(\bar{\Theta})^{\perp}$ and $\operatorname{ker}(\Theta)=\operatorname{Im}(\bar{\Theta})^{\perp}$.

Let $S$ be the set of characters $\chi: \mathrm{T}(\mathbb{Q}) \backslash \mathrm{T}(\mathbb{A}) \longrightarrow \mathbb{C}^{\times}$with the same assumptions as in the rest of the paper. We define twe following two subspaces. First let

$$
\begin{equation*}
H_{T}:=\operatorname{span}\left\{C_{\chi} \mid \chi \in S\right\} \subset H_{q}(Y, \mathbb{C}) \tag{5.8}
\end{equation*}
$$

be the homology spanned by the cycles $C_{\chi}$ for $\chi \in S$. For every cycle $C_{\chi}$, the lift $\Theta\left(C_{\chi}\right)$ is the diagonal restriction of a product of Hilbert modular forms for $\mathrm{SL}_{2}(F)$. Let

$$
\begin{equation*}
S_{T}:=\operatorname{span}\left\{\Theta\left(C_{\chi}\right) \mid \chi \in S\right\} \subset S_{d}\left(\operatorname{SL}_{2}(\mathbb{Z})\right) \tag{5.9}
\end{equation*}
$$

its span. Let $H_{\text {cycle }} \subset H_{p q-q}(Y, \partial Y, \mathbb{C})$ be the homology spanned by the special cycles $C_{n}(\varphi)$. Let $H_{\text {cycle }}^{\perp} \subset H_{q}(Y, \mathbb{C})$ be the span of the cycles $C$ that satisfy $\left\langle C, C_{n}(\varphi)\right\rangle=0$ for every $C_{n}(\varphi)$.

Corollary 5.1.1. Let $V$ be a quadratic space of dimension $p+q>4$, where $p \geq q>0$ and $q$ is odd. We have the following equality

$$
\begin{equation*}
\operatorname{dim}\left(S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)\right)-\operatorname{dim}\left(S_{T}\right)=\operatorname{dim}\left(H_{q}(Y, \mathbb{C})\right)-\operatorname{dim}\left(\operatorname{span}\left\{H_{\text {cycle }}^{\perp}, H_{T}\right\}\right) \tag{5.10}
\end{equation*}
$$

Proof. Since $\Theta$ is surjective we have an isomorphism

$$
\begin{equation*}
\Theta: H_{q}(Y, \mathbb{C}) / \operatorname{ker}(\Theta) \longrightarrow S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \tag{5.11}
\end{equation*}
$$

Since $S_{T}$ is the image of $H_{T}$, the isomorphism restricts to an isomorphism

$$
\begin{equation*}
\Theta: H_{T} / \operatorname{ker}(\Theta) \cap H_{T} \longrightarrow S_{T} \tag{5.12}
\end{equation*}
$$

We deduce from (5.11) that

$$
\begin{equation*}
\operatorname{dim}\left(S_{d}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)\right)=\operatorname{dim}\left(H_{q}(Y, \mathbb{C})\right)-\operatorname{dim}(\operatorname{ker}(\Theta)) \tag{5.13}
\end{equation*}
$$

and from (5.12) that

$$
\begin{align*}
\operatorname{dim}\left(S_{T}\right) & =\operatorname{dim}\left(H_{T}\right)-\operatorname{dim}\left(\operatorname{ker}(\Theta) \cap H_{T}\right) \\
& =\operatorname{dim}\left(\operatorname{span}\left\{\operatorname{ker}(\Theta), H_{T}\right\}\right)-\operatorname{dim}(\operatorname{ker}(\Theta)) . \tag{5.14}
\end{align*}
$$

The result follows by taking the difference of (5.14) and (5.13) and using that $\operatorname{ker}(\Theta)=\operatorname{Im}(\bar{\Theta})^{\perp}=$ $H_{\text {cycle }}^{\perp}$. The last equality is due to Kudla and Millson [KM88, Theorem. 4.2]. We recall the proof. First, if $C \in H_{\text {cycle }}^{\perp}$, then $C \in \operatorname{ker}(\Theta)$ since the Fourier coefficients of $\Theta(C)$ are $\left\langle C, C_{n}(\varphi)\right\rangle=0$. Hence, we have $H_{\text {cycle }}^{\perp} \subset \operatorname{ker}(\Theta)$. On the other hand, consider the $n$-th Poincaré series of weight $d$ defined

$$
\begin{equation*}
P_{n}(\tau)=c \sum_{\gamma \in \Gamma / \Gamma_{\infty}} \frac{e^{2 i \pi n \gamma \tau}}{j(\gamma, \tau)^{d}} \tag{5.15}
\end{equation*}
$$

The series converges when $p+q>4$ and is a cusp form. The constant $c$ is chosen such that $\left\langle f, P_{n}\right\rangle_{\text {pet }}=a_{n}(f)$ is the $n$-th Fourier coefficients of $f$. Now suppose that $C$ is in $\operatorname{Im}(\bar{\Theta})^{\perp}$. In particular, for every $n>0$ we have

$$
\begin{equation*}
0=\left\langle C, \bar{\Theta}\left(P_{n}\right)\right\rangle=\left\langle\Theta(C), P_{n}\right\rangle_{\text {pet }}=\left\langle C, C_{n}(\varphi)\right\rangle . \tag{5.16}
\end{equation*}
$$

Hence, we have $\operatorname{Im}(\bar{\Theta})^{\perp} \subset H_{\text {cycle }}^{\perp}$ and the equality $\operatorname{ker}(\Theta)=\operatorname{Im}(\bar{\Theta})^{\perp}=H_{\text {cycle }}^{\perp}$ follows from $\operatorname{ker}(\Theta)=$ $\operatorname{Im}(\bar{\Theta})^{\perp}$.
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[^1]:    ${ }^{1}$ In the case where $p_{\sigma}=0$ or $q_{\sigma}=0$, the manifold $\mathscr{D}_{\sigma}^{+}$is just a point.

[^2]:    ${ }^{2}$ It represents the unit in the narrow class group.

